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Abstract
Scalable Graph-Based Learning Applied to Human Languagenbdagy
Andrei Alexandrescu

Chair of the Supervisory Committee:
Associate Research Professor Katrin Kirchhoff
Electrical Engineering

Graph-based semi-supervised learning techniques have recentlyeattirareasing attention as a
means to utilize unlabeled data in machine learning by placing data points in a similafity. g
However, applying graph-based semi-supervised learning to naturglidge processing tasks
presents unique challenges. First, natural language features arelisftecte and do not readily re-
veal an underlying manifold structure, which complicates the already empirih construction
process. Second, natural language processing problems oftetnucsered inputs and outputs that
do not naturally fit the graph-based framework. Finally, scalability isBoeisapplicability to large
data sets, which are common even in modestly-sized natural languagsgingcapplications. This
research investigates novel approaches to using graph-basedupamiised learning techniques
for natural language processing, and addresses issues of distaasare learning, scalability, and
structured inputs and outputs.
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Chapter 1
INTRODUCTION

Machine Learning methods based on global similarity graphs can be useskstully against
realistically-sized Human Language Technology tasks addressing preliteNatural Language
Processing, Automatic Speech Recognition, and Machine Translation.

There are good reasons for pursuing such an endeavor. We plgngpGraph-Based
Learning—a novel machine learning method sporting many desirable tiespeto concrete prob-
lems in the vast, dynamic, and largely unsolved fields of Natural Language$sing, Automatic
Speech Recognition, and Machine Translation. We will refer to these fieldsctively as Hu-
man Language Technology, in short HLT. Although various algorithmgefnmning with similarity
graphs have been proposed, they have been largely confined to pighlgm-specific formulations
and small data sets. This dissertation proposes generalized, systemthticakable applications of
graph-based learning to a large variety of HLT tasks—and possiblyngeyo

1.1 What is Human Language Technology?

Our daily lives are more structured, sophisticated, and informationallyrritla@ probably at any
time in history. We have become so used to the notions of rapid change ayrégspoit is hard to
imagine that most previous generations of people lived through long gerfaglative stagnation.
Discussing whether that all is for our own good is beyond the scope dfiffsertation, but one thing
is clear—one fundamental cause of today’s rate of progress is thatami\eutomated computing.
Computing has pervaded our daily lives in many ways, starting from the odwoch as per-
sonal computers and the Internet, and ending with the many small embeddedhsyesiding in
today’s music players, telephones, and kitchen appliances. Clearly termpave matched and ex-
ceeded human capabilities at sheer numeric computation and informatioresemeglso at certain
specialized tasks that were once considered the monopoly of human intedligsnch as planning,
proving theorems, or playing chess. Many interesting and succepglidaions of automated com-
puting, however, include the human as the essential participant in an asyoewelrange: content
on the hugely informative Internet is mostly generated by humans; popskanss such as the Web,
email, instant messaging, social websites, or smart telephony, do little moredhagly brokering
interaction between human beings, who do the “interesting” part. One keg pieexpanding the
capabilities of computers in such directions is having them understand ehdree information in
natural language. This is the object of the vast field of Human Languede®logy (HLT).
Improving on automated processing of human language is not only helpmgrmachine
interfacing, but more importantly makes a wealth of human-produced informavailable for au-
tomated processing. Such processing would reinforce a learning catheitther equips machines
with the capability to acquire ever more detailed and subtler aspects of hurtare ciHowever,



priming this cycle poses a chicken-and-egg problem. Human languagedsatex as the human
psyche itself. Language is the main vehicle we use to understand the wotlethdeptualize new
ideas, and most often to convey them. Since to this day we have not sedd®ibAintelligence,
and since true human language understanding likely requires full-flddgedn-like intelligence,
Human Language Technology is one of the most formidable challengesthauting is facing to-
day. HLT is colloquially called “Al-complete,” hinting to the fact that achievimgman-grade HLT
is tantamount to achieving human-grade Al.

Due to its size and complexity, the field of HLT is divided in many highly special@difields.
Within the main fields of Automatic Speech Recognition, Machine TranslationNagral Lan-
guage Processing, HLT subareas under active research todagienudusing, speaker detection,
document and speech summarization, speaker detection, word semsbigdigtion, named entity
detection, question answering, coreference resolution, part-etBgagging, information extrac-
tion, and more.

The initial research enthusiasm underestimated the size of the problerfiebatzoom and bust
cycle, the field of HLT is undergoing an accelerated evolution. Even the shegtical observer
would have to admit—sometimes with annoyance—that automated HLT systemsreotatieg
through the fabric of our society. Speech interfaces for automatedeptiatog systems not only
make it more difficult to reach an actual human customer service reprigenbat act increasingly
less distinguishable from one; combining speech recognition and autonetsthtion has also led
to early automated two-way telephone translation systems; myriads of autoystertis connected
to the Internet parse and process text pages, answer questions innititaral language, or produce
intelligible translations of web pages and other texts (albeit sometimes with husnasuwlts); and
the list could continue. While we are far from anything like a true solution etstésps show that
we do have an attack on the problem.

Several factors are conditioning this recent accelerated prograssind@reased availability of
computing power, the advent of the Internet, the ubiquity of broadbandrmication, and the
exponential improvement of storage in both density and affordability [B@d¢ enabled produc-
tion of text data in enormous quantities [35], with speech data closely follogitg154]. In a
concurrently-evolving trend in HLT, statistical methods outpaced symbdkelrased methods in
applicability and performance [105, Ch. 1]. (Rules are, however, rgakioomeback, just not as
whole systems, but as aides and complements to statistical systems [196]225, 9

Such data abundance would bode well for the data-hungry statisticaldpfioaches, except
that many statistical HLT applications require model training Witbeled (annotated) data. In
contrast with the readily-available raw data, labeled data is labor-intersdoxe to produce, and
expensive to obtain. Scarcity of labeled data is most acutely felt for lesgrklanguages, such as:

* languages without writing systems (purely spoken). Of the world’s estth¥ft@0 languages,
only one third have writing systems [74];

 languages without standardized writing systems. Scripts of such laggusye a lot of
variation, which requires extensive text normalization and therefotkduslows down data
acquisition;

» dialects and vernacular languages;



* non-mainstream languages (languages offering little economic or politcahive to HLT
system builders).

Today’s strong informational globalization trends warrant developing@ Kystems that can
work with languages and domains offering little annotated data relatively touastity of un-
annotated data. This setup is directly addressed by semi-superviseiddemethods, which we
briefly describe below.

Traditional statistical learning methods ussupervisechpproach, meaning that a model’s pa-
rameters are adjusted (trained) by using labeled data, i.e., data for whitinpats (also known
asfeature$ and correct outputs (often referred tolabel9 are known. After the model has been
trained, it is able to predict correct labels when presented with formedgen features, as long as
there exists correlation between features and labels and the correlatiersantie for both training
and test data. Another statistical learning method, in a way converse twisggdearning, isinsu-
pervisedlearning. In an unsupervised setup, labels are not known for neitiemy nor test data.
The system, however, infers labels by discovering patterns and cluste@ture space. There is
no formal distinction between training and test data. Finally, a third method caledsupervised
learning borrows traits from both supervised and unsupervised Igaiika in supervised learning,
labeled samples are present; and like in unsupervised learning, unlflesi®dlata is used during
the learning process. Unlabeled data hints the learning system with infornadutiot density of
data in feature space. If density of data is high around specific labelekatidely low around deci-
sion boundaries (assumption that is sometimes, but not always, applichbleunlabeled samples
may help the labeling process. Section 8§ 2.2 includes a formal definition anetl@pth discussion
of semi-supervised learning, including its enabling assumptions.

Semi-supervised learning methods include self-training [229], co-traif28y transduc-
tive Support Vector Machines [110], and graph-based methods R®). Our work builds on
the latter. Some properties of interest in Graph-Based Learning (GBludiedew parameters to
tune, global consistency over train and test data, tractable global optimueneily adaptive mod-
eling, solid intuition behind the learning process, and most importantly, excedlsults with the
setup of little train data and abundant test data (a situation common to many HliGa#ipps, as
discussed above). These advantages would make GBL an excellentforatany of today’s chal-
lenging machine learning tasks in Human Language Technology, werefimitdé disadvantages:
the burden of choosing an appropriate similarity measure in complicateddepiaces, exacerbated
scalability issues (quadratic time complexity in the total data size in a straightfibivapiemen-
tation), problems in addressing disparity of train and test data, the needdtthie@&ntire data set
in-core prior to computation, and the difficulty to parallelize (an increasingiyninent require-
ment from basic algorithms in wake of today’s serial computing crisis). Tlikwirst provides
the appropriate background information and then addresses theselti#$iédrom both theoretical
and practical perspectives, with a focus on getting principled, thedigtscaind solutions to work
on realistic tasks in HLT—a heavily experimental field. Experiments condwstted how the pro-
posed solutions properly tackle the respective challenges, and theambtasults illustrate how the
improved graph-based algorithms perform significantly better than statee@irt machine learning
systems for HLT.



Organization The rest of this dissertation is structured as follows. Chapter 2 introcieras
supervised learning as a general approach to learning and provaelesedbssary background for
Graph-Based Learning, with an emphasis on the label propagation afga@nitti its characteristics
concerning HLT applicability. Chapter 3 discusses in detail the problenraghgconstruction.
Chapter 4 discusses applications of graph-based learning to struigtarethg. Chapter 5 discusses
scalability issues in graph-based learning, and Chapter 6 concludesdssang the intended impact
of the proposed research.

Summary of Contributions  We provide in Chapter 2 an alternative proof of convergence for iter-
ative label propagation. Compared to the original proof by Zhu [238]pooof rigorously uses only
the minimal requirements for convergence, while remaining simple and teraptetl3 proposes a
data-driven approach to graph construction. That approach ssgeeavised classifier that provides
features for the graph-based learner. We illustrate data-driveh graystruction with experiments
on lexicon learning and word sense disambiguation. On the latter task we sigaificantly better
results than the comparable state of the art (the former experiment haselmép In Chapter 4
we propose a framework for applying graph-based learning to stadctinputs and outputs, in a
formalization that is applicable to a large variety of tasks. We then instantiatéainagwork for
machine translation and apply it to a real-world translation task, improving date-af-the art
baseline. Finally, we introduce several contributions in Chapter 5 deditagealability:

* an in-place label propagation algorithm that is always faster than thmalrigerative algo-
rithm (experimentally converges in roughly one third of the number of steps)

» a multicore label propagation algorithm that uses parallel processinigeamgin data races to
distribute work on label propagation;

 a graph reduction algorithm that reduces the size of the graph bysarfleragnitude without
affecting the result of label propagation (we use label propagationogp®ged by Zhu [238]
throughout this dissertation);

» experiments with a real-world speech corpus that yield accuracy smifydoetter than state-
of-the art results on the Vocal Joystick speech corpus, while also Iseaigble by using
kd-trees for fast nearest neighbors computation; and

* an algorithm called BN TRIE that optimizes string kernel computations over a set of strings,
which experimentally is three times faster than existing approaches.

Two appendices mention theoretical results that we believe are interestipgtamtially useful,
but that we have not used in our experiments. One appendix introduoagper bounds for the
number of steps to convergence of the label propagation algorithm, aothtévedefines an alternate
algorithm that converges in fewer steps than the version we use, at$hefaequiring a more
expensive matrix squaring operation.



Chapter 2
BACKGROUND

This chapter introduces the reader to the fundamentals of semi-supeeasethg, in partic-
ular graph-based learning and label propagation, with a focus on Hlwsraguage Technology

applicability.

2.1 Notational Aid

For convenience in understanding the equations presented in this vednle, 2.1 defines the most
important notations used throughout. By necessity some of the terms habveerotlefined at this
point yet, so the reader may want to skip this section for the moment and tetitnvhenever the
definition of a symbol is unclear from context.

Table 2.1: Main notations used throughout this document.

Notation Description

a, b, c Real numbers or sequences

a,b,c Row vectors (e.g., feature vectors)

A, B Matrices or sets

[a, b) etc. Classic interval notation(*“and “)” for open, “[* and “]" for closed

Ry The intervall0, o)

R* R\ {0} (alsoR’ is (0,00) andN* isN \ {0})

{e1,...,en} Finite set

(e1y...,en) Finite ordered set a.k.a. row vector (unlike in a set, the order does matter
and equal elements may occur multiple times)

ap) Thei™ component of vectaa (notation chosen to avoid confusion wiih,
thei™ vector in an ordered séfai, ..., a,)))

BA For setsd and B, B4 is the set of functions defined ohwith values inB:
BY2{f|f: A— B}

A" The set of row vectors of length € N* with elements inA (A stands in
for any set, e.gf0, 1]" is the set of row vectors of length with elements
in [0,1])

AT The set ofim x n matrices with elements iA

1" The identity matrix of sizex x n (n may be missing if clear from the
context)

mXn

A matrix of sizem x n with all elements equal to
(continued)



Table 2.1(continued)

Notation

Description

In(b)

log
Inz

{ ¢ N*

teN
ueN
X= <<X1,...

card(X)

We R$+u) X (t+u)

P c [0’ 1](t+u)><(t+u)

Py € [0, 1]***
Py € [0, 1]
fc R(t+u)><é

The Kronecker vector of length € N* with 1 in positionb € {1,...,n}

b—1 n—b

and 0 everywhere els€(0,0,...,0,1,0,0,...,0))

Logarithm in base 2

Natural-base logarithm

Label count (number of distinct labels in an unstructured classification
problem)

Number of labeled (training) data samples

Number of unlabeled data samples

Train and test features

The (possibly infinite) set to which train and test features belong in a learn-
ing problem

The training labels

The set that labels belong to (for unstructured laBels- {1,...,¢}, for
structured labeld’ is an elaborate, potentially infinite set that depends on
the problem)

The number of elements in discrete $e{for infinite setscard(X) = o0)
Symmetric matrix holding pairwise similarities between samples, with la-
beled samples coming in the top-left corner

Matrix holding row-normalizedpairwise similarities between samples, in
the same order a&

Bottom-left sub-matrix of holding unlabeled-labeled similarities
Bottom-right sub-matrix o holding unlabeled-unlabeled similarities
Matrix holding the (temporary) solution in a label propagation iteration
The topt lines off

The bottormu lines of £

Lower bound for convergence speed in iterative label propagation
Tolerance for fixed point convergence

Mutation, e.gf « Pf replacest with P£ (only valid in algorithms)
Introduction of notation, e.dlal| = v/d(a, 0)

The indicator function: 1 if Boolean predicaids true, O otherwise

GivenA € K*andf : K — K/, ? (A) creates a vectat’ € K'® contain-

ing the element-wise application ¢fto A

The expressioplog p occurs frequently in this text with > 0 (usuallyp is a probability). Although
the functionp log p is undefined fop = 0, we define by conventiollog 0 = 0. This is a continuous
extension justified by the fact thh{%plogp =0.

p



2.2 Semi-Supervised Learning

Machine learning techniques for supervised classification use labeketbdsain models that learn
an input-output mapping function. A supervised model takes as its trainingargample collection
represented by feature vectats= ((x1,...,xs)), wherex; are vectors belonging to a feature
spaceX. Also, in a typical unstructured classification task, discrete labels arkalaleafor these
samplesy = ((y1,...,ye) Withy; € {1,...,¢} Vi € {1,...,t}. The goal of the training stage
is to obtain a system that provides a good approximation of the probafiility). When presented
with previously-unseen (test) samplestinthe system is able to attribute estimated labels to them.
The commonly-made enabling assumption is that both train and test samples toetbrgsame
distribution—i.e., they are assumed to be independently and identically distributed

One problem is that sometimes—and frequently in Human Language Teckin@Higd)
applications—obtaining labeled data is a slow, expensive, and erroeprocess that requires ex-
pert human annotators to tag data manually. In contrast, unlabeled ddiaéstawv text, speech, or
images) is often abundant and easily obtainable. The need is therefgertxianatep(y|x) from
only few labeled samples and many unlabeled samples. Semi-superviséud€8SL) is designed
to exploit such situations by systematically using a small amount of labeled datajimction with
a relatively large amount of unlabeled data in the learning process.

The typical SSL model takes as input a sample set represented by $saturéx;, . .., x¢ )
where x; are again vectors iY. Discrete labels are available for the firstsamples: Y =
(y1,---,ye) Withy; € {1,..., ¢} Vi e {1,...,t}. The goalis to obtain a classifier that minimizes
classification errors on the test set. Depending on subsequent udéntdsmf SSL classifiers can
be distinguished:

* transductivethe test data iS(xt11, . . ., Xttu) ;
* inductive: the test data consists of sampl&g; 41, .., Xt+u+m)) € X', unseen during
training, to which the original unlabeled sk 1, ..., x¢+y)) mMay or may not be added.

Distinguishing between SSL and transduction can be subtle, partly betteuliierature tends
to use slightly different definitions for each. A simple definition proposedlimy [239] is: SSL is
transductive if the resulting model is defined only Xynin contrast, if the model is defined ot
(i.e., it can predict a label for any point in the feature space), then Stganisductive. For example,
although transductive support vector machines (TSVMs) [111] assutrensductive setup, they
define a model that, in spite of its name, supports inductive inputs naturallytheéother hand,
traditional graph-based approaches [27, 234] are unable to hansbem inputs, although recent
work has extended graph-based frameworks to handle unseen irifhasitwnodifying the model
and in a computationally-efficient manner [64]. In short, in transductigeniag all test data is
available at the beginning of the training process, whereas in inductiverigdhe training proceeds
without some of the test data (or even without any test data at all, in whieltltasemi-supervised
effect is forgone and the process degenerates to simple superviggddga

Like any machine learning technique, SSL builds on certain assumptionsthbaature of the
function to learn. All machine learning methods rely on some notion of continuigyrmothness
of the function mapping inputs (features) to outputs (labelsk d@ihdx’ are similar, then the la-
belsy andy’ are likely to be similar (equal in the case of discrete labels). Semi-supetemetng



methods actively exploit unlabeled data in enforcing that assumption. Usegatfeled samples can
only help if p(x) can be related tp(y|x), and to do that additional density assumptions are needed.
Commonly-used assumptions used by SSL algorithms are [42, Ch. 1]:

» The cluster assumptionData points in the same cluster have the same label. A converse
formulation is that the decision boundary should span low-density spaceavaid high-
density spaces. Adding more unlabeled data helps defining clusters anifyidg high-
density and low-density regions.

» The manifold assumptio:he high-dimensional samples lie on a low-dimensional manifold.
This can be seen as a particular case of the cluster assumption. Addingledlabmples
helps approximating the structure of the manifold and computing accurategjedlistances.

If semi-supervised assumptions are not met, it is possible that unlabeleactizally harms the
learning process [58, 56, 57]. As a simple example of unmet assumptimmsider two clusters
in X belonging to distinct classes (i.e., bearing distinct labels). Some samplesirtlaater are
labeled, and many are not. If the clusters do not overlap significantly,etisidn boundary goes
through a low-density region. But as the clusters get closer to each tikedata density in the
overlapping region grows and at a point will even surpass the maximusitger either or both
clusters. In that case, a density-informed semi-supervised learner anajude that the clusters
belong to the same class. In such cases the class with a higher densityiofjtsamples “wins”
and in fact the use of unlabeled data only hurts because it propagatetigedecision deeper into
the other cluster’s region.

2.3 Graph-Based SSL

Graph-based SSL algorithms have received increasing attention in #n& sexars [27, 214, 235,
236, 237, 232, 29, 239]. In graph-based SSL, data points aregaan a weighted undirected
graph that reflects similarity among samples; the weight of an edge encedssaigth of the sim-
ilarity between that edge’s endpoints. Unweighted similarity graphs canrizdawed to have unit
weights for all edges. The graph is characterized by its symmetric Weighkma&rRSf+“)X(t+“),
whose elements;; = w;; are similarity measures between vertiéesnd j, and by the ordered
set (y1,...,ys) that defines labels for the firstvertices. If no edge is linking nodesand j,
thenw;; = 0. Other than that, applications have considerable freedom in choosindgkeset and
thew;; weights. For example, a simple approach to building a graph is to defire 1 if x; andx;
fall within each other's; nearest-neighbors, and zero otherwise. Another commonly-usedtweigh
matrix is defined by a Gaussian kernel of parameterized width:

< x.)2
Wi = €Xp |:—d(;72j):| (21)

whered(x;, x;) is the (estimated) distance between feature vectpedx;, anda is a hyperpa-
rameter to be chosen on a theoretical basis or optimized experimentally. Noticsithilarity is
quickly decaying with distance, reflecting a dependence of graptdt28k on accurate estimates
of high similarity, but not necessarily of low similarity. In practice, a host istahce measures



have been used, based e.g. on cosine similarity, Euclidean distanciesdefitusita distance, or
Jensen-Shannon divergence. Often, applications use a blend of maitaefiningw, for example
by layering ak nearest-neighbors or fixed-radius neighborhood on top of weighuslated by us-
ing EqQ. 2.1. Choosing the appropriate similarity measure practically decidgsaple construction
and is the most important factor in successfully applying graph-based SSL

Intuitively, in graph-based SSL, outputs can be computed by means bglaqd neighborhood
membership, even though the similarity of many unlabeled samples with actuatigbetples can
be weak or even not defined. This is why graph-based semi-supieizming often performs
better than nearest-neighbor approaches, although both make similaptiess.

2.3.1 Graph-Based Learning Algorithms

Blum and Chawla [27] formulated binary classification on a similarity graphragaut problem,
i.e. finding the smallest total weight of edges that, when removed, cut thdétwmeen the binary-
labeled samples, modeled as sources and sinks. The nodes then diectldesending on whether
they are on the source or sink side of the partitioned graph. The main pratité this approach
is that it gives discrete results (does not provide a confidence of tledirlgy which makes the
method unsuitable for function regression. In follow-up work, Blum ef28] obtain confidence
information in a manner reminiscent of the Monte Carlo method by performing muitipieut
calculations, each preceded by adding random noise to edge weigbtaghg over many mincuts
lends confidence information to the classification.

Szummer and Jaakkola [214] proposed a random walk on a similarity gréipdir random
walk has a maximum length that ensures termination, albeit not necessaritylaia optimum.
Zhou et al. [232] described the label spreading algorithm, which is similabl fropagation but
includes a regularization term in the cost function, thus yielding a smootiyuntoBelkin et al. fo-
cused on the regularization aspect and derived bounds on the ljgatera error [12], and also
developed theoretical underpinnings for handling out-of-sample lab&]s Agarwal [3] proposed
an algorithmic framework for hierarchical ranking on graph data by mefiregularization using a
modified cost function. Zhu et al. defined SSL using Gaussian fieldsamaomic functions [237]
and defined the label propagation algorithm [234], proving that it adveayverges to a global op-
timum. Our research builds on the label propagation algorithm, which weibesardetail below.

2.3.2 Label Propagation

Once theWw matrix is constructed, the basic label propagation algorithm [234] alsdroets the
matrix Y, of sizet x ¢, encoding the known labels as Kronecker vectors:

Yi(rowi) = 6¢(yi) (2.2)
whered,(yy) is a Kronecker row vector of lengthcontaining 1 in positioryy:

k—1 —k
Se(yr) £ (0,0,...,0,1,0,0,...,0) (2.3)

Algorithm 1 defines iterative label propagation. The definition usuallydaariterature [238] does
not include the toleranceand only focuses on iteration to convergence without regard for spfeed
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convergence. We introduced> 0 to ensure provable convergence in a finite number of steps, for
which we will compute a bound in Chapter 5. Also, our definition provides metaildor practical
implementations.

Algorithm 1: Iterative Label Propagation

Input : LabelsY; similarity matrixw € R(j“)x(t“)

Vi,j € {1,...,t + u}; tolerancer > 0.
Output: Matrix £y € [0, 1]*** containing unnormalized probability distributions over labels.
1w; —0Vie{l,...,t +u};

pij — t:l”' Vi,je{l,... .t +u};

D vk
k=1

(Yo)rowi < 0e(yi) Vie {1,...,t};
f]/J - OuXZ;
repeat

fr « Y,

with Wij = Wj; >0

fy «— fi5;
f' « Pf;
t+u YA

until Z Z‘fi]’—f;j‘ <T,;
9

i=t+1 j=1

o N o a kA wN

Step 1 eliminates self-similaritieg;, which are usually large relative to other similarities. This
eliminates self-edges in the corresponding graph. The step is not mduiteself-edges only delay
convergence and may reduce numeric precision by forcing all other stieiao be small numbers
after normalization.

After the algorithm terminates, thematrix contains the solution in rowts+ 1 to t + u in the
form of unnormalized label probability distributions; most applications need kabels, obtain-
able by:

§; = argmaxf;; Vi€ {t+1,...,t +u} (2.4)
J€{1,...0}

Zhu has shown [238] that the iteration converges. We provide the pesod for reference. Let us
first splitP into four sub-matrices:

- [ P Pru ] 2.5)

Py Pw

With these notations, the following theorem applies.

Theorem 2.3.1(Zhu 2003 [237]) If Z(PUU)Z'J' < v < 1Vi € {1,...,u}, then Algorithm 1
j=1
terminates regardless of the initial value£{f chosen in step 4.
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Proof. The algorithm’s core iteration becomes:

f{J — PUUfU + PULYL (27)

which is repeated untify is equal element for element witt};, within accumulated tolerance
Unrolling the iteration yields

t
e I (Z Piy 1) PoLYy (2.8)
=1

We multiply both sides of the equation liy— Py to the left, obtaining:

t
(1 — Pu)fy ™ = (1 — Pyy)Phyty ™ + (1 — Pyy) (Z Pﬁu) PyLYp (2.9)
=1
= (1 — Pyy)Phyfa®™ + (1 — PPy YL (2.10)

We need to show that); converges when — oc. In fact it does converge to the null matrix. We
u

will show by induction tha ~(Pfy)i; < ' Vt € N*. The base step far= 1 is directly provided
j=1
by the hypothesis. For the inductive step, we write an elemerit,ods follows:

Z(me)ij = Z Z (Pﬁﬁl)ik (Puu) &y (2.11)

j=1 j=1 k=1
=3 1P > Poolk (2.12)
k=1 j=1
<Y (Pl (2.13)
k=1
<4t (2.14)

The row-wise sums of elementsPgy converge to zero, and since all elements are positive, they all
converge to zero. This nullifies the term involviad*™ and makes — P! converge tal. [

Solving Eq. 2.10 forfy yields:
fy = (1 — Pyy) "PurYy (2.15)

which has a unique solution if — Pyy is invertible, i.e., if all of graph’s connected components have
at least one labeled point in them. Notice that Theorem 2.3.1 imposes a stresigietion, namely
thateveryunlabeled node in the graph is connected to at least one labeled nodbe®ham below
lifts that restriction and clarifies that the non-singularity requirement aloaeagtees convergence
of the iterative solution.
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Theorem 2.3.2.1f 1 — Pyy is non-singular, then Algorithm 1 terminates regardless of the initial
value off;; chosen in step 4.

Proof. We first prove that each elementrif; decreases monotonically:

u

(P )is = Z (Puo)ik (Phy) kj (2.16)
k=1

<> (Pow)ik (Pl s (2.17)
k=1

= (Ph)ij (2.18)

For the inequality we usePyy)r; < 1 and the fact that the exponential function is decreasing
for bases smaller than or equal to 1. Since they are all positive, theyraiége by the monotone
convergence theorem [11], so there exists a mafjjx= tlim Ply. Then

—00

PSS = PyyPSS (2.19)
PSS — PP = 0 (2.20)
(1 — Pyy)PSS = 0 (2.21)

By the hypothesid — Pyy is invertible, so we can multiply Eq. 2.21 to the left by — PUU)_1
obtainingPg; = 0. O

This theorem is related to perennial work on irreducible diagonal dommairices [208, 90,
216], and can in fact be interpreted as a converse of theg/iDesplanques theorem [90]. That
theorem states that an irreducibly diagonally dominant matrix is nonsingilaarém 2.3.2 proves
that a weakly diagonally dominant matrix (in this case Pyy) with rows normalized to sum to 1,
which is also invertible, is irreducibly diagonally dominant.

The hypothesis of Theorem 2.3.2 relaxes the restrictions imposed by to¢ghbgis of Theo-
rem 2.3.1. Connectivity to at least one labeled node is not needed anythereequirement is
that1 — Pyy is invertible, which translates to a graph in which each connected compbastat
least one labeled node in it. This result is intuitively justified and also knoamm fhe methods
of relaxations [68]. The class of partially-labeled graphs for wtﬂ% Py = 0 is larger than the

class of graphs with non-singuldr— Pyy, but only the latter is of interest to us. Graphs including
disconnected unlabeled components are not “grounded” and mayeeugi constant label across
each such component because absence of labeled nodes bringsrmatidn to those components.

2.3.3 lllustration

Figure 2.1 shows a graph before and after the label propagationsgtotitedges have unit weight.
Initially, there are two “+” labeled nodes and two “-” labeled nodes. Toasimdormation on con-
fidence, we use nuance-coding as well. The label propagation alggitkhes the labels into the
test nodes, the result being a blend of “+” and “-” for each node.

Note that the graph as drawn is planar but actually could reside (as a slightldcor “crum-
pled” manifold) in a high-dimensional space. Graph-based algorithms et@ctdand exploit the
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lower-dimensional mesh defined by the graph. That is why defining a dstdnce measure
is important—good edges reveal that data lies on a low-dimensional manifotdigicase two-
dimensional) that in turn is situated in a high-dimensional feature space.

The shades of grey filling the nodes in the bottom graph in Fig. 2.1 areadeqganoportional
mixes of black and white computed from a real label propagation on thé gésen after account-
ing for possible aberrations in the rendering process, it can be easilyhesv test nodes closer to
the white train nodes receive lighter shades than those closer to the biaakaes.

Figure 2.1: A graph for a binary classification problem before and ke propagation. The labels
are encoded as white-J and black ¢), and all edges have unit weight. The process assigns labels to
unlabeled nodes depending on their connections with neighboring nadiesles of grey represent
different probabilities for the label assignment. By virtue of the globalnegtivity properties,
unlabeled nodes receive labels even when they are not directly dedriea@ny labeled nodes.

Applications on real data lead of course to much larger graphs lying in hdjimensional
spaces. Fundamentally the desired effect in applying graph-baseihteéds the same: starting
from points in a high-dimensional space, create a mesh defining a lowenslonal manifold and
operate on it instead of the original space.

2.3.4 Cost Function for Label Propagation

Convergence is interesting only if the convergence point has desinapenties, such as optimizing
a goal useful in a learning process. The fixed point of the label gatmm satisfies = P£f, with
values off restricted to existing labels for all labeled data. For a given unlabeled pamthe
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graph and a label, we have

t+u
- 2_viitie
j=1
fic = Zpijfjc =Y (2.22)

j=1 Z
Wij
Jj=1

So along each columt the value off at each point is the weighted average of its values at neigh-
boring nodes, with the restriction that valuesfgf at all labeled points is 1 if pointbears labet,
and 0 if pointi; bears a different label. Functions satisfying Eq. 2.22 are célschonic func-
tions and label propagation is in fact an application of the method of relaxatset to compute
harmonic functions [68], with two notable differences: (a) label pragiag uses matrix algebra
to update function values at all points in the graph in one macro step; ariab@d)propagation
updates simultaneously function values for/dhbels, whereas traditionally the relaxation method
computes a uni-dimensional function (akin/te= 1). Harmonic functions occur naturally in many
physical and statistical phenomena (such as electric networks, theada s, rigid solid physics,
and random walks) [68] and enjoy a number of interesting properties.aDpatrticular interest is
smoothness By Thomson’s principle [1, Ch. 10], the harmonic function obtained thholabel
propagation minimizes the following cost function:

S= Z wij (£ — £)° (2.23)
i,j€{1,...,t+u}
1>t V>t
ke{l,....0}
The conditiory > tV j > t is present to clarify that values i, are fixed and only values @f; are
learned to minimize the cost functibis. The cost measures the extent to which nearby nodes (as
defined byW) sport different values aof; minimizing S favors globally-consistent values dfsuch
that highly similar nodes are assigned highly similar values. & is called smoothness (which is
a mild misnomer, sinc& increases with “jerkiness,” the opposite of smoothness).
If hard labels are needed, we must associate a fgbel{1, ..., ¢} with each unlabeled node
The choice
¥; = argmax f;; (2.24)
je{l,...0}
minimizes the discretized version of the smoothness function:
= > wlip#ul (2.25)
i,jg{l,...zt+u}
1>t V>t
ke{l,....0}
where[a # b] (defined in Table 2.1) is 1 i # b and 0 otherwise. Given, the labeling choice in
Eqg. 2.24 minimizesS’ because it zeroes the largest term in the partial sum (for fjode
t+u /£
S; = Z ZWZ’]’ (fik — fjk)2 (226)

j=1k=1

!In fact “cost functional” would be a more precise term because in tisis tize cost is parameterized by a function,
i.e.S(f). We use, however, an implicitly parameterized notation and the betterrkpbrase “cost function.”
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So a hard labeling obtained through label propagation finds a labeling thag &xtint possible
and within the constraints established by the already-labeled nodes,saslgigtical labels to nodes
linked by high weights. This goal is consistent with the notion of similarity embololyed
The fixed point of the label propagation algorithm has a humber of elgnivanterpretations
leading to various methods of computing the harmonic function. An intuitive irggafion is that
of a random walk. The random walk on the graph characterizeddnyd Y, is defined as starting
with an unlabeled vertex, stopping as soon as a labeled vertex is reacitehaking a step from
vertex: to vertex; with probability: ;
ij
Pij Zk Wik
It has been shown [238] that upon convergence of the label padipagalgorithm, the celf;;
contains (after normalization) the probability that a random walk starting irbetdd node will
terminate in a node carrying labgl

(2.27)

2.3.5 Previous HLT Applications

In HLT, Zhu applied label propagation successfully to a document cleatifn task concerning
learning the Usenet newsgroup to which a specific document belongk [R88g and Lee [179]
used min-cut to distinguish among objective and subjective documents gzZfteNiu et al. [78]
experimented with applying label propagation to word disambiguation, usinglifferent dis-
tance measures; they report significant improvements when replaciimg clistance with Jensen-
Shannon divergence. Goldberg and Zhu [93] apply label propagttia sentiment categorization
task. Their graph construction includes connecting each unlabeledoddé: labeled neighbors
andk’ unlabeled neighbors. This allows control of the supervised vs. thepengsed aspect of
learning (fork’ = 0, the algorithm becomes a supervisediearest neighbors algorithm). Zhou
et al. [232] apply label spreading to the 20-newsgroups documersifatation task, with encour-
aging results.

2.3.6 Advantages and Disadvantages

When applicable, graph-based SSL has obvious advantages oviomedupervised approaches:
the distributionp(x) of unlabeled data provides valuable information for computing an accurate
estimate ofp(y|x), which translates into good predictions on the unlabeled data made with small
labeled sets, and potentially better predictions on the labeled data as wellabk#d data is noisy.
Moreover, it turns out that many real-world situations fit the data profijaired by SSL: a relatively
small amount of labeled data plus a large amount of unlabeled data.

An advantage shared by most graph-based SSL algorithms (excépé fsimple mincut algo-
rithm [27]) is that they treat both label inputs and label outputs as redincmus values. This is not
self-evident in all formulations of the algorithms. For example, the canodesdription of the la-
bel propagation algorithm uses discretization of training labels by remiegdabels as Kronecker
vectorsdy(yx), as shown in Eq. 2.3.

Also, output is often discretized too, by meansaigf max selection. A natural generalization is
to use soft labels on input (non-degenerated label probability distriteutarihe labeled samples)
and soft labels on output (skip theg max step). In the case of modeling a continuous function, one
label suffices; the quadratic cost function (Eq. 2.23) ensures aguoaldy regression—assuming
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the graph reflects similarity across samples accurately. Goldberg an®@Zhexploit this property
to learn a continuous ranking function starting from discrete values &éscatings of one to four
stars). They use one label with continuous values, initialized with naturabats in{0, 1,2, 3}
representing movie ratings. The label propagation algorithm regressediauous function under-
lying the ratings, and the final step rounds the function to return results sathe form as inputs.
Agarwal [3] describes a semi-supervised method to learn a hieraraiickihg function. Such
versatility of the learned function opens the door to new applications, suetbast list rescoring
in NLP applications: after labeling with soft labels, test samples can be sartacdreasing order
of label value.

On the other hand, constructing the graph is an empirical process tleatseftsearcher’s un-
derstanding of the domain. Graph construction is highly sensitive to theechb&imilarity mea-
sure and its parameterization (ecgin Eqg. 2.1 and the maximum number of connected neighbors).
There is little theory helping the choice of a similarity measure, which suggestothaany fea-
ture spaces applications make suboptimal choices. Moreover, in HLT afppfis, many features
are discrete and heterogeneous (word, part-of-speech, root\&gaus counts, presence/absence
of a characteristic, etc.), and it is unclear how a smooth distance measube @c@mputed over
such feature sets.

Also, the issue of scalability in semi-supervised learning has so far eztaivad-hoc treatment.
Graph construction prescribes one graph vertex for each samplsparadimes the graph construc-
tion process creates even more vertices to model e.g. additional knovdedgms [93]. A usual
method for increasing scalability is to make the maitrbparse by imposing/anearest neighbors or
ane-radius neighborhood. However, there is little systematic study of similarityunesthat are at
the same time scalable (such as slow-growing metrics [114]) and geneiitdlylsdor constructing
good similarity graphs. Moreover, even if the number of edges per vesrgekificially limited, the
sheer number of vertices could still be problematic for storing the graphikimgomemory.
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Chapter 3
GRAPH CONSTRUCTION

As mentioned in Chapter 2, constructing an accurate similarity graph is the mastamipstep
in achieving good results with graph-based algorithms. Although many alg@rigiploiting graph-
based structures exist, the issue of graph construction has remainegisica and crafty process
that has forced each application to develop its own heuristic methods to owerttis difficult
step. The fidelity with which the graph reflects similarities among samples inflaeumeessful
application of graph-based methods much more than the particulars of theageargorithm ap-
plied to the graph. This dependence on task-specific preprocessamyiidiges wide, generic use
of graph-based learning. In contrast, other machine learning method$aswneural networks,
support vector machines, or Gaussian mixture models—are more amenalilectoudage with
lightly-preprocessed features using standard tools. A recent sorvegmi-supervised learning
literature [239, § 6.1] notes: “We believe it is more important to constructaa gwaph than to
choose among the methods. However graph construction [...] is noll atudied area.” Other
recent work [238, pp. 9] also mentions: “A good graph should refiacprior knowledge about the
domain. At the present time, its design is more of an art than science.”

In this chapter we present novel approaches to graph construciitbra focus on choosing the
similarity measure and on reducing the time complexity of the construction step.ifoartantly,
we propose a hybrid two-staged system using two distinct classifiersfir§helassifier is trained
to predict probability distributions over the label 4@t ..., ¢}, and the second (the graph-based
learner) uses the probability distributions as its input features. We expdairthis setup leads to
good-quality graphs because it obviates many difficulties in choosing a stynitagasure.

3.1 Similarity

The quality of a similarity graph is determined by the choice of similarity measure @samples.
A good similarity measure should obviously inelicative meaning that two highly similar samples
are correspondingly likely to bear the same label. But a good similarity meabkotgd also be
smoothi.e., similarity should vary smoothly, without discontinuities, from highly similar sasp
to less similar samples; in other words, similarity should convey confidencariafmn. This is
because the extent to which two samples are similar or dissimilar is very importabtaming
a rich, expressive graph that allows labeling not only by means of diéigttarity, but also by
propagation into neighborhoods. A non-smooth similarity measure will cregtaph in which
clusters have small volume and high density, whereas test points thatigygman-confident, or
slightly off the predicted distribution would be far away from any cluster dretefore hard to
classify correctly.

Let us analyze qualitatively how smoothness affects graph quality, topgr@n an extreme
example. Consider working with a similarity measurg that is discretized from an expert estimate
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as follows:
0 if expert predictsy # §'
oo1(x,%x') = . Pertp . S{ 7 Y, (3.1)
1 if expert predicty = §
wherey, ¥ € {1,...,¢} are discrete label predictions. Such a measure seems rather uninteresting

to use for learning. If it is sometimes unreliable then it conveys no informatiouitathe confi-
dence of the prediction; if it is of excellent quality then it obviates the learpiogess in the first
place. However, averaging similarities over a large number of edgesveritie discrete similar-
ity with smoothness information at the cost of a denser graph—and cagdgane that requires
more computation during label propagation. Given that each edge is lessatfve when using
a coarse smoothness, more data points and more edges are necesdafinifty a good-quality
graph. So ultimately a non-smooth similarity measure is still workable if there isgéndata to
bring smoothness information from the edge mesh. Fundamentally, more efdgesweight ap-
proximate fewer edges with real weight. In the interest of graph corigtrutme, however, we
are interested in keeping the similarity graph sparse, which leads us to ttlagion that a smooth
similarity measure is needed for fast graph construction. We will define ébdad smoothness
criterion for the similarity measure later in this chapter.

3.2 Distance vs. Similarity

Consider that a choice of features has been made and a similarity measuteeisiétined. For
certain feature sets, defining a similarity directly is a natural process withgsintuitive backing.
In fact feature sets amenable to intuitive similarity definitions are easy to findlin€bnsider, for
example, using variable-length strings of tokens (such as, but not limiteebtds, characters, or
syllables) directly as features. The feature space is therefore theg<dtmsure [147E* over some
alphabety. Such features are not fixed-sized vectors and are best comgesetlydfor similar-
ity through partial and approximate matching. The BLEU score [180] is alywgged similarity
measure built around n-gram co-occurrence. Various string keathelging for partial matches and
gaps have recently received increasing attention. Such kernels, egaipute a similarity measure
directly. Chapter 4 uses a string kernel on a Machine Translation expdrime

However, in many other cases, in HLT as in other domains, features acelérgth vectors of
real numbers (e.g. MFCGrectors, frequency of occurrence, or even scores computed byna c
plementary system) and/or categorical tags and Boolean values (e.ginnaxacabulary, part of
speech, capitalization information). In such cases it is often useful tamefchoosing aimilar-
ity measure into choosingdistancemeasure. This is because vector distances are better studied
and understood; vectorial feature spaces are most often charedtégizdistance measures, not
by similarity measures. Similarities are then obtained from distances throughssi@a kernel.
Given a distancéd : X x X — R, a Gaussian kernel defines a family of similarity measuteas
follows [238]:

a2

Oa : XXX — (0,1 0qa(xi,%j) =exp [—W] (3.2)

IMFCC stands for Mel Frequency Cepstral Coefficients, the domirgmesentation of speech data today.
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whereq is a bandwidth hyperparameter, usually optimized experimentally. (Some suibe>
instead ofx?, but that is just a convention meant to simplify certain equations.) For a givéex,
the partial applicatiow (%, -) defines a Gaussian radial basis function with origig.irAlthough
there is no proof that,, is the optimal way of converting a distance to a similarity measure, strong
empirical evidence shows it to be an appropriate choice. ShepardguesigP01] that similarity—
at least as defined by, and as applicable to, experimental cognitiveseidras an inverse exponen-
tial relationship to distance, conjecture known as the Universal Law néfadization. This law has
been confirmed in numerous cognitive experiments involving human antivnoan subjects, such
as confusion between linguistic phonemes [162], sizes of circles [4p&¢iral hues as perceived by
people [75] and pigeons [98], and spatial generalization by beeslfé]l cases experiments have
confirmed a dependency of perceived similarity to distance in the form ofvanse exponential.
Chater and Vinyi [43] further argued, with additional experimental evidence, thagteer defini-
tion of similarity makes it proportional to the inverse exponential of the sgudistance, which
follows Eq. 3.2. They have argued that the same relation holds for nolidean distances as well,
providing further empirical evidence for using the Gaussian kernelngard distances to similari-
ties. (However, this does not imply that the Gaussian kernel is optimal fapngbased algorithm,
which may act very different than the human perceptual system.)

The Gaussian kernel decreases monotonically with distance. The hyaergtery controls the
bandwidth or resolution of the kernel by deciding how close two points t@mbe in order to be
considered similar. Small values afmake the kernel highly selective, at an extreme forcing most
test samples at uninformatively high distances from all other samplese katges ofx engender
the opposite effect of “crowding” the space by making samples indistingliglsimilar with one
another. Figure 3.1 illustrates thg function for various values af.

oa(x,%)

0.75 1

0.50 -

0.25

Figure 3.1: The Gaussian kernel used for converting distances to simdarifiee value of the
hyperparameter controls the aperture of the similarity window.
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3.2.1 Distance Measures

The o, function is used to initialize the adjacency matrix of the similarity graptirectly by as-
signingw;; = o, (x;,x;). What is needed then is a distance measgitteat computes an estimated
distance between two samples, and an appropriate choice for hypagtara. The distance mea-
sure does not need to be a metric; positivity and symmetry are thepanha facierequirements.
Good accuracy for close-by samples is required for constructing & @@gph, but not at far range
because similarity decays exponentially with distance. As mentioned in 8§ 3tiguibnof d is also
highly necessary for creating a good-quality graph.

In the absence of a principled method, generic distance measures forsvare often used,
although it is understood they may not be optimal.

Minkowski Distance An obvious candidate is one of the Minkowski distance measures of prder

F 1/p
b) £ (Z lag) - bm\p> (3:3)
=1

whereF is the dimensionality of feature vectors, amg is the:™ slot of vectora. Minkowski dis-
tances include the well-known and often-used Manhattan distehead Euclidean distande?. A
fundamental problem with Minkowski distances in heterogeneous sjsited the unit of measure
on each dimension influences the outcome, which makes it difficult to chqoeger unit for each
dimension. The quantities across dimensions may be largely different eventcomparable be-
cause they have different types (e.g. a real-valued vs. a discr@bleaor a frequency value vs. an
amplitude value). The practical negative consequence is that in a hetexngs space, one of the
dimensions might easily dominate all others and essentially decide singleehattteemagnitude
of the distance. Therefore, a per-dimension normalization becomesaeges

1/p
LP(a,b) <Za2’a — by ) (3.4)

The «; coefficients are often chosen such that they ensure equal sprgastémdard deviation
or range) in each dimension. That choice, however, may still be subogignalise some features
might be more indicative than others.

Cosine Distance A simple way to avoid relative magnitude issues is to use a distance define as
one minus cosine similarity, quantity often referred to as “cosine distance:”

a-b
dla,b)=1—- ———=1-—
[all - bl

(3.5)

Cosine distance depends only on the cosine of the angle between the twe feactorsa
andb, quantity independent on the magnitude of the vectors. Ideally the distamdd e equally
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sensitive in all directions. Therefore, cosine distance works besafnriespaces where features are
homogeneous and orthogonal [148]. For many feature sets thesertge@re not guaranteed, so
it is likely that cosine distance is suboptimal. Still, cosine distance is often the cistaeasure of
choice in the absence of a proper understanding of the feature speaeaske it is computationally
inexpensive and performs well on many tasks.

3.3 Data-Driven Graph Construction

To construct a quality graph, an optimal distance measure should be Tisedruth of the matter
is that in the intricate feature spaces met in HLT applications we do not dieniesse principled
criteria for choosing one particular distance measure (e.g. MinkowdRibsine distance), nor do
we have a formal means to preprocess features in ways that make theablpramenable to a
particular distance measure. Therefore, our decisionlesatm a representation of the feature space
that makes it easy to define an optimal distance.

We propose an empirical data-driven technique for graph construdtias approach is central
to all of our applications of graph-based learning to HLT. The techniguehias a two-pass system
employing two classifiers. First, a supervised classifier is trained on thiedbsebset to transform
the initial feature space (consisting of e.g. lexical, contextual, or synt&ettaries) into a homoge-
neous and continuous representation in the form of soft label prediciidre soft label predictions
are (predicted) probability distributions over labels, that is, vectors gftiheficontaining positive
real numbers that sum to 1. Then, the soft label predictions are usegtase vectordy the graph-
based semi-supervised learner in conjunction with a similarity measure spatitdizprobability
distributions. In effect, a supervised predictor is employed as a featursftrmation device by the
graph-based engine.

Figure 3.2 summarizes the structure of the two-pass classifying system.

<<Y17 cee ayl»i
¢

Z Ve =1
k=1

First-Pass
Classifier

Graph-Based

z
¢ Learner
Z(Zk)i &

XZ'EX

Distance Function

Figure 3.2: Structure of a two-pass learning system. The first-pasdéfielaascepts original fea-
turesx; € X and outputs probability distribution estimatgsover labels. The graph-based learner
uses these estimates as input features in conjunction with a distance funetios shitable for
probability distribution spaces.

Before explaining how this choice is useful, more detail on the setup is im.ortie first-pass
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classifier learns a function

Z:X—1[0,1° Z(x) = (z1,...,2) (3.6)
l

Sz =1 (37)

=1

The Z function is the usual classification function that the supervised classifisrdesuch as
the softmax output of a neural network, the normalized output of a Gaussidure model, or the
outputs of a Support Vector Machine (SVM) fitted to a sigmoid function [183).

The representation obtained at the output of the first-pass classifienisisked as a basis for
measuring similarity among samples that determines the structure of the graouge second,
semi-supervised learning step. This approach bears commonalities andrtitis with previously-
proposed approaches as follows:

 Like cascading classifiers [5], the proposed data-driven leas®es wo classifiers. The cas-
caded classifiers approach first uses a simple and comprehenssifiaria$f that classifier
makes a low-confidence decision, the second classifier—specializeddififgpexceptions
and possibly more computationally-intensive—is consulted. Unlike cascaldissifiers, our
proposed learner uses the two classifiersdnjunction not indisjunction Our system runs
the second classifier using the first classifier's outputs as input, andassfication deci-
sion is always taken at the output of the second classifier. Other diffesenclude use of a
semi-supervised learner instead of two supervised learners.

 Similarly to principal component analysis (PCA) [202], the proposedagah transforms the
input feature into an intermediate format. Unlike PCA which is an unsuperwistidod, the
proposed approach uses the labels to train the feature transformatioe ang supervised
manner.

» Several proposed approaches [67, 148, 207] learn a distarsgimitarity measure directly.
Our approach is different in that it learns a feature representatiorsitnatifies the choice
of distance measure. The learner for the transformed features negdston thet input
samples, whereas a supervised system that learns a distance meaduraimas the con-

t(t—1)

siderably more numerous———+ pairs of samples. (In particular cases computational cost
can be, however, reduced [148].)

The key advantage of using a first-pass classifier is that it moves théeprad defining a
distance measure from a heterogeneous space to a homogeneousf gpabability distributions.
The next section is an overview of distance measures in that space.

3.4 Distance Measures for Probability Distributions

After the features have been transformed into probability distribution v&ctorariety of distance
functions that are more or less specialized can be applied. The Gaussi@hik Eq. 3.2 is appli-
cable on top of any such distance.
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Below we discuss a few distance measures used for probability distribusilomg with a few
properties of particular interest:

1. Non-negativity:d(a,b) > 0Va,b € X

2. Indiscernibility is identity:d(a,b) =0 < a=bVa,b e X
3. Symmetryd(a,b) = d(b,a)Va,b € X

4. Triangle inequality:d(a, b) < d(a,c) + d(c,b) Va,b,c € X

Distance measures that satisfy all four properties are called metrics. Assél, graph-based
learning only requires non-negativity and symmetry. However, there &lditional motivation to
pursue distances that satisfy all metric properties. This is because maijteitgothat approximate
the graph’s connectivity matrix with the nearest neighbors of each sample requires that the distance
measure is a metric. The first three properties are naturally fulfilled by nstahde measures; it is
the triangle inequality that may not always be satisfied.

3.4.1 Cosine Distance

Cosine distance—which has already been mentioned above (Eq. 3.54e-stark properly on
probability distributions. Assuming the first-pass learner did learn a goedrisation function,
the outputs for different labelg andy’ will be close to the Kronecker vectof(y) and é,(y’),
respectively. Such vectors are orthogonal and therefore are cistat 1 (the maximum value of
cosine distance), whereas identical vectors are distanced at 0. Ittis mating that both cosine
distance and cosine similarity are sometimes confusingly referred to as éocostric” although
neither satisfies the triangle inequality. It is easy to prove that the cosinadkstthe square of a
metric [129] and that one minus squared cosine similarity is also the squadistdace, proposed
under the suggestive name of “sine distance” [44].

3.4.2 Bhattacharyya Distance

The Bhattacharyya distance is defined as:

¢
dpo(a,b) = —log Y /ayby (3.8)
iz1

The Bhattacharyya distance is positive and reaches zero only for ideedtstributions. The
quantity undetog is also called the Bhattacharyya coefficient:

4
BC(a,b) £) " /ayby (3.9)
i=1

BC(a,b) can be zero, which makes the Bhattacharyya distance unbounded-efijebvto in-
finity whenever at least one of the distributions is zero in each componennhdBy is not required
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but is a very useful property of a distance measure, particularly fartigal reasons (numeric sta-
bility). Bounding can be achieved by smoothing the two distributions prior to umggsdistance,
for example by parameterized interpolation with the uniform distribution:

1

Safi] = aap] + (1-— Ot)z (3.10)

The parametet: can be chosen on numeric grounds as:
a=— (3.11)

wherem is the minimum admissible value @&fC'(a, b). It is easy to show that for that value af
and form < 1, BC(z,z') > m.

The Bhattacharyya distance is symmetric and reflexive but does notlodbayangle inequality.
The Bhattacharyya coefficient also does not obey the triangle inequmiity/1 — BC'(a, b) does.
This fact motivates the Hellinger distance, which is discussed below.

3.4.3 The Hellinger Distance

The Hellinger distance [184], sometimes called the Jeffries-Matusita distaraefined as:

di(a,b) = J ;i (@ - \/ITM)Q (3.12)
=1

The Hellinger distance is positive and reaches zero only for equal ditniz. Also, it is
bounded to a maximum value of 1. Note that authors may use other multiplicatistaotin

- . : : 1 .
defining the Hellinger distance instead-efwe chose the constant that sets its randé,to]. There
is an easily verifiable relationship between the Hellinger distance and the &fraitga coefficient:

dg(a,b) =+/1— BC(a,b) (3.13)

As mentioned above, the Hellinger distance satisfies the triangle inequalityal$biseflexive
and symmetric, so it defines a metric over probability distributions.

3.4.4 Kullback-Leibler Divergence (and Symmetrized Variant)

The Kullback-Leibler divergence is specific to probability distributions. the discrete case,
Kullback-Leibler divergence is defined as:

J4
af;
dii(a,b) = aylog b[[‘]] (3.14)
i=1 b

In addition to being solidly motivated in information theory, the Kullback-Leibieedyence has
many desirable properties. By Gibbs’ inequality [108}, (a, b) > 0, and equality is reached if
and only if the distribution are point-wise equak (a,b) < a = b. However, Kullback-Leibler
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divergence is not symmetriaik (a,b) # dk.(b,a) and therefore difficult to use as a distance
measure in graph-based learning.

Symmetry can be achieved in many ways, one of them being simply adgine,b) and
dKL(b, a) [167]

ds(ab) = 3™ (g log 21+ by log 2t (3.15)
’ by T

i)
{(am — by) log -

& N
I M& I MN
[ —_

] (3.16)
d

This is in fact how Kullback and Leibler originally defined the divergence.

Another issue with the Kullback-Leibler divergence is that it is not bodréi diverges to in-
finity whenever one componentindistributions predicts near-zero probability and the correspond-
ing component ira does not. Also, there is an obvious requirementdgy to be well-defined
by; = 0 wherevera; = 0 (i.e., the distributions must bebsolutely continuousith respect to each
other [133]). Similarly to Bhattacharyya distance, bounding can be olot#iimeugh smoothing by
e.g. interpolating both distributions with the uniform distribution. The interpola@ator o (see
Eqg. 3.10) can be chosen as:

a=1—rte M (3.17)

Z;)
2’

A method that achieves symmetrizing and smoothing simultaneously is the Jdraam8s
divergence, discussed next.

whereM is the maximum admissible value lofg

3.4.5 Jensen-Shannon (Symmetrized Smoothed Kullback-Leiblery&ieer

The Jensen-Shannon divergence [163, 151], introduced indepty by Rao [185] and Lin [146],
is defined as

a, m) + dKL(ba m)

d
dis(a,b) = u 5

(3.18)

wherem is the equal-weight interpolation afandb:

_ay thby
2

The Jensen-Shannon (J-S) divergence also has useful intéigpreia information theory. It is
symmetric, bounded tf®), 1], and defined for any two distributions. Although the Jensen-Shannon
divergence is not a metric, it has been shown that is the square of a Mi&ric [

3.5 Joint Optimization of the First- and Second-Pass Classifiers

The combination of first-pass classifier and graph-based learner éstaglobally optimized with
respect to the properties required of the graph. From the viewpoint ojrqgh-based learner,
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a good feature space is filled with well-defined clusters that also havegkriuzziness” at the
borders to provide adaptation to unseen data. It is worth noting that adtézdture transformation
performed by the first-pass classifier, data does not reside on a maanifgiabre. This is because
the dimensionality of the transformed features is exattlie same as the number of distinct labels.
This representation is often much more compact and almost always more é&osoog than the
original feature space.

3.5.1 Regularization of the First-Pass Classifier

Regularization of the first-pass classifier is essential in training a goodinethBystem. This
is because often an un-regularized classifier will output very shamfident distributions. As
discussed in § 3.1, a discretized, discontinuous similarity measure (obtaimestéssity from an
equally discretized distance measure) is detrimental to the graph-baseerlearspace with few
and highly-concentrated clusters will not make it possible to predict gdmadddor data falling in
its large interstices. That is why the indecision of the first-pass classifier isrian: The less
confident predictions establish fuzzy cluster borders and “fill’ the feaspace with informative
attractors.

Regularization [168] is a common class of techniques aimed at improvingaleaéon of clas-
sifiers. Generally, regularization introduces a term in the learner’s mlgdanction that penalizes
complex learners. The actual penalty depends on the learner—e.g. mahthedel parameters,
magnitude of parameters, or conditioning using priors.

In a lexicon learning application (8§ 3.6) we ufe regularization during training the first-pass
classifier, a neural network.

3.5.2 Adding and Mixing In Synthesized Data

An advantage conferred by operating in a transformed space is thatadata can be easily synthe-
sized. For example, the Kronecker vedig(y) is the ideal, “golden” data point that predicts lapel
with maximum confidence. In contrast, a uniform vector would be a poinighf indecision. Fea-
tures can also be adjusted and combined: the normalized linear combinatiestuief vectors is
also a feature vector. Generating meaningful, highly indicative featw®ngeis not possible for
many learning problems. Also, feature preprocessing is usually donerobkem-specific manner.

The output of the first-pass classifier can be manipulated for the pugb@sg. adaptation or
smoothing. It is easy to place Kronecker vectors that act as attractaasctdle hard labels. We
have implemented several such techniques in a word sense disambigugticatam described
in 8 3.7 and in an acoustic classification application described in 8§ 3.8.

3.6 Application: Lexicon Learning

We applied the two-pass classifier described above to a part-of-sfe@8) lexicon acquisition
task, i.e. the labels to be predicted are the sets of POS tags associated tvittoedin a lexicon.
Note that this inot a tagging task: we are not attempting to identify the correct POS of each word
in running text. Rather, for each word in the vocabulary, we attempt to thieset ofpossible
POS tags. Our choice of this task is motivated by the goal of applying thisitgehito lexicon
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acquisition for resource-poor languages: POS lexicons are one mittstebasic language resources,
which enable subsequent training of taggers, chunkers, etc.

Due to homonymy and polysemy, the same written word often correspondsetalmeanings,
and in particular—most importantly for this task—some of these meanings may méffeterd
parts of speech. Examples are readily available in all human languagesaimple, in English,
the word “sport” may, depending on the context in which it's used, measrakerbssynonymous
with “to frolic,” “to trifle,” “to mutate,” or “to boast.” To these we add a femounsenses, such
as “athletic game,” and also auljectivesense, as in “sport shoes.” Distinguishing exactly which
meaning was used in a particular context is a task called word sense disatidngwhich is the
subject of another experiment described later in this paper. For nowijlixget out to a somewhat
lesser goal, that of deducing the possible parts of speech of all wotHe iaxicon of an initially
unknown language. This step, albeit small, is crucial in developing higlet-linguistic tools,
including word sense disambiguators themselves.

The setup for lexicon learning is as follows. We assume that a small setrdéwan be reliably
annotated by human annotators. From those labeled words, we infes&©®8r the remaining
words by semi-supervised learning. For example, for the word “spitwe, correct outcome of a
POS learner would be:

sport: NOUN VERB ADJ

meaning that in English text, “sport” may be a noun, a verb, or an adjediVat is missing is as
important as what is present—there are no other possible parts of dpeduod word “sport.”

Rather than choosing a genuinely resource-poor language for thismasise the English Wall
Street Journal (WSJ) corpus and artificially limit the size of the labeled b&t.igbecause the WSJ
corpus is widely obtainable and allows easy replication of our experimehis elentual applica-
tion would target a resource-poor language such as dialectal Arabitiiah case the labeled and
unlabeled data might follow less favorable distributions: In the case of actlithe labeled subset
would correspond to the standard language, and the unlabeled set eomdidt of the dialect-
specific words.

We use sections 0—18 of the WSJ corpus. The number of unique watdsiethe total number
of samples is + u = 44 492. A given word may have between 1 and 4 POS tags, with an average
of 1.1 per word. The number of POS tags is 36, and we treat every P@Bircation as a unique
class, resulting if = 158 distinct labels. In order to study the influence of the training set size on
the semi-supervised effect, we use three different randomly selecteithgraets of various sizes:

t = 5000, t = 10000, andt = 15000 words, representing about 11%, 22%, and 34% of the entire
data set respectively; the rest of the data was used for testing. Intordeoid experimental bias,
we run all experiments on five different randomly chosen labeled subsdtseport averages and
standard deviations.

Due to the random sampling of the data it is possible that some labels neveirottritraining
set or only occur once. We train our classifiers only on those labels ¢bat at least twice, which
results in 60-63 classes. Labels not present in the training set will thenedt be hypothesized and
are guaranteed to be errors. We delete samples with unknown labels famltibeled set since
their percentage is less than 0.5% on average. This decision is in keepiregni@hworld scenario
in which human annotators label a training corpus because in that casddbted training corpus
would be representative of the language, not random.
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Table 3.1 shows the features used to represent words for the pwplesécon learning. The
categorical features are obtained by extracting the relevant wordsrdrfragments from the train-
ing set, indexing them in a dictionary (one dictionary for each of featbiebroughFs) and then
using their index. A special symbol is allocated for an unseen dictiondry. €rhis case may be
encountered rather frequently, particularly for small training set sieshave also experimented
with shorter suffixes and also with prefixes but those features tendegjtadk performance.

# Feature Type

I The three-letter suffix of the word Categorical
Fy The four-letter suffix of the word Categorical
F3. 6 The 4 most frequent words that immediately precede the word in text Cataligerd
Fr Word contains capital letters Boolean

Fy Word consists only of capital letters Boolean

Fy Word contains digits Boolean

F1y Word contains one or more hyphens Boolean
Iy Word contains other special characters (e.g. “&”) Boolean

Table 3.1: Features used for lexicon learning.

Qualitatively, the choice of featurB; g relies on the generally applicable supposition that a
given part of speech tends to occur within similar contexts. Feafdresd F, assume that words
of a given POS tend to have the same suffix—a more language-depsuogeosition. In any case,
although it is easy to justify the choice of all features, they are not ortelg&or example, it is
true thenFy is also true. Other features are also strongly correlated, for exafm@ad F».

3.6.1 The First-Pass Classifier

For the lexicon learning task, the first-pass classifier is a multi-layer peoce(LP) with the
topology shown in Fig. 3.3. We discuss the MLP topology below in flow ordlee: adaptation
layer A, the continuous mapping lay@t, and then the layers h, ando.

3.6.1.1 The approximation layet

As mentioned, at a minimum, we train the neural network with only 5000 labeledIsarniat
were selected at random from the corpus. This is a scarce scerneeimaly considering that some
features occur rather infrequently (for examplg or Fy; in table 3.1). Severe problems caused
by data scarcity arise when some of the input features of the unlabelett Wwaweneverbeen
seen in the training set. For such samples the neural network reads eatrandomly-initializeti
weight values and consequently outputs arbitrary label predictiongetthsically easy to eliminate

2Neural network initial weights are customarily initialized with small random esIUA neural network trained with
discrete inputs may never update some weights if certain inputs are eever s
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Figure 3.3: Architecture of first-pass supervised classifier (MLP)eikicon acquisition.

randomness by overwriting untrained values to e.g. zero after trainihthdfact remains that the
neural network makes a meaningless prediction.

The problem of unseen patterns is of course encountered in all metvabrks. What makes
this case different is the presence of categorical features. A neetkabrk working with continuous
inputs can make a meaningful decision on an unseen pattern through uhseassontinuity of the
classification function (similar inputs produce similar outputs). In the casatefjorical features,
there is no continuity to be invoked, so an unseen categorical featureta@s entirely untrained
portion of the neural network.

We address this problem by creating an approximation ldy&buring training,A stores all seen
unique patterns in a hash table keyed by the concatenation of categopiats. iDuring testingA
loads its state and watches for never-seen features. Let us assurfeathex;; had never been
encountered during training. In that cagefinds the known input feature vecterthat is most sim-
ilar to x (by measuring the Hamming distance between the vectors). Hj3es replaced withc’[k],
resulting in vectok = ([}, .. ., X[p—1]; x’[k], X(p+1]> - - - X[F]) that has no unseen features and is
closest to the original vector.

3.6.1.2 The discrete-to-continuous mappér

The input features are mapped to continuous values by a discretettoumrs mapping layei/.
This layer is equivalent to a vertical concatenation of classic neurabmietayers operating on so-
called one-hot inputs, in a setup customarily used for neural networkscafilgorical inputs [15,
14], which we describe below.

One-hot encoding is a simple method of adapting categorical data for ussues network
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inputs. If a categorical feature can takedistinct values, presenting an integefin ..., N} in lieu

of a real number at the input of the MLP would be mistaken because it irdesdartifact magnitude
and ordering among samples. For example, the neural network “thinksVdhaes1 and N are
much farther apart than valuéé — 1 and N and tries to learn a smooth classification function
under that assumption. However, categorical values should be equstllyct (apart) from one
another, and the learning process should be immune from the particulaalnaimbers assigned
to the input categories. Therefore, categorical inputs are commonlygeddbrough the following
mapping function:

H:{1,...,N} = {0,1} H(®i) = dn(i) (3.20)

wheredy (i) is the Kronecker vector of lengtN with 1 in position: and 0 elsewhere. The represen-
tation obtained this way is called the one-hot vector encoding of the catabasloe. When using
one-hot encoding, the Hamming distance between any two distinct inputs &nttee and therefore
the result of the learning process does not depend on the particulamgappategorical values to
numbers in{1,..., N}.

Let us analyze the transfer function for a neural network layer dipgran a one-hot-encoded
input. The transfer function of a neural network layer can be generafiyessed as:

FiRY RN f(H)= ¢ (Hw + B) (3.21)

where N’ is the number of outputs of the layer (fixed at system design tiiels the input (in
our case a one-hot vector), € RV s the weights matrixp < RY' is a bias vector (botlv
and B are learned model parameters), R — R is the activation function (chosen during design),
andz (A) applies functionp to each element of vectof. It would appear that using one-hot
encoding is memory- and computationally-wasteful because it makes a sipgteotcupy anv-
dimensional vector. For large values &f the multiplication would be computationally intensive
when implemented directly. However, we can use the information h& a one-hot vector in
rewriting the layer’s transfer function (after eliminating all zero terms) devi:

—

F:{L,. Ny =R f6) = ¢ (wowi + B) (3.22)

So a simple method of obtaining the output of a one-hot vector coupled taa@ network layer
is to simply add the™ row of matrixw to the biases vector and then applyo each element of the
result. There is no more intermediate one-hot vector to use and no monesesmatrix-vector
multiplication.

There are two further simplifications we make to the transfer function. Givanwe already
have biases and a nonlinear activation function in the downstream hidgemn ila this layer we
choosep to be the identity function and we do not use a biases vector, so the tr&unsf&on for
the continuous mapper simplifies down to:

F{1,. . NYSRY f(6) = wrows (3.23)

This way the continuous mapping layer becomes computationally negligible bdtigdige
and during training, as training only affects the responsible row and aaritire matrix. This last
property in fact may leave weights of entirely untrained for unseen categorical features. Ahe
layer situated befor@/ prevents that situation from occurring.
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3.6.1.3 The nonlinear hidden layer and the output layer

The continuous mapping lay@d cascades into a classic neural network with input layaidden
layer h, and output layeb. To avoid potential confusion, we only count the number of hidden
layers. As such, the neural network in Figure 3.3 has a total of two hildgens, one more than a
standard topology.

The activation function of the second hidden layer is based on the hylgetAngent func-
tion [134]:

on(x;) = 1.7159 tanh (3@) (3.24)

Finally, the activation function of the last layer is the softmax function that Gadslinear and
in addition ensures a normalized output:

e®(@)

-
Z eT()
i=1

bo(z:) (3.25)

3.6.1.4 MLP training

The entire network, up to and including tii¢ layer, is trained via backpropagation [190, Ch. 7].
The approximation layed is not trained as its transfer function is predefined. The training criterion
minimizes the regularized mean squared error on the training data:

L= 23" (Pyle,0) - ou(y))” + R(O) (3.26)

n
t=1

wheref stands in for all parameters of the neural network (the values of all weigtrices), and?

is a regularization term. We used &n regularizer [169] that penalizes large values of the weight
matrices. The regularizer is implemented by reducing each weight chareyé&btor proportional

to the magnitude of the weight itself.

3.6.2 Graph-Based Learner Setup

We use a dense graph approach in conjunction with the iterative approdabel propagation.
Convergence is stopped when the maximum relative difference betweeslties computed in two
consecutive steps is less than 1%.

For data size reasons, we apply label propagation in chunks. While thiadraet stays perma-
nently in memory, the test data is loaded in fixed-size chunks, labeled, aaddis. This approach
has yielded similar results for various chunk sizes, suggesting that iclguiska good approxima-
tion of whole-set label propagation. In fact, experiments have showrp#réormance tends to
degrade for larger chunk sizes, suggesting that whole-set LP migtitdmted by “artifact” clusters
that are not related to the labels. LP in chunks is also amenable to paralletizatiogystem labels
different chunks in parallel.
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We trained then hyperparameter by three-fold cross-validation on the training data, asing
geometric progression with limits1 and10 and ratio2. We set fixed upper limits of edges between
an unlabeled node and its labeled neighborsstand between an unlabeled node and its unlabeled
neighbors t&. The approach of setting different limits among different kinds of nodatssused
in related work [93].

For graph construction we tested: (a) the original discrete input reyptatson with cosine dis-
tance; (b) the classifier output features (probability distributions) witheheeh-Shannon distance.
These combinations were determined to be the best in several initial exptrimen

3.6.3 Combination optimization

The static parameters of the MLP (learning rate, regularization rate, antderwf hidden units)
were optimized for the LP step by 5-fold cross-validation on the training datas process is
important because overspecialization is detrimental to the combined systenverspezialized
first-pass classifier may output very confident but wrong predictimnsfseen patterns, thus placing
such samples at large distances from all correctly labeled samples.

Regularization during backpropagation is crucial for achieving goodoiness of the com-
bined system. Trained without regularization, neural networks tend ttupeolow-entropy, highly
confident classifications. As discussed in § 3.1, such an output is detasinfi@rthe label propaga-
tion stage. Therefore we use a strong regularization coefficient totisartiendency of the MLP to
issue low-entropy outputs. A strongly regularized neural networkployrast, will output smoother
probability distributions for unseen patterns. Such outputs also resulniatker graph, which in
turn helps the LP process. Thus, we found that a network with only 12hiddits and relatively
high R(#) in Eq. 3.26 (10% of the weight value) performed best in combination with tRrfa
insignificant cost in accuracy when used as an isolated classifier).

3.6.4 Results

Table 3.2 summarizes the experimental results obtained. We first conduotegexriment to mea-
sure the smoothness of the underlying grapft), in the two LP experiments according to the
following formula:

S(G) = > wij (3.27)

Vi #yj‘ 7(7;>TLV]'>TL)

wherey; is the label of samplé (Lower values are better as they reflect less affinity between nodes
of different labels.) The value &f(G) was in all cases significantly better on graphs constructed
with our proposed technique than on graphs constructed in the standgrb@e Table 3.2). The
same table also shows the performance comparison between LP over tetedispresentation and
cosine distance (“LP"), the neural network itself (“‘NN”), and LP ottee continuous representa-
tion (“NN+LP”"), on all different subsets and for different trainingesiz For scarce labeled data
(5000 samples), the neural network—which uses a strictly supervisathgygprocedure—is at a
clear disadvantage. However, for a larger training set the neurabrieta/able to perform more
accurately than the LP learner that uses the discrete features dire@lthiiid) combined technique
outperforms the first two significantly. Significance was tested using areliite of proportions
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significance test; the significance level is 0.01 or smaller in all cases. Tieeedifes are more
pronounced for smaller training set sizes. Interestingly, the LP is ablettaceéxnformation from
largely erroneous (noisy) distributions learned by the neural network.

Initial labels Model S(G) avg. Accuracy (%)
Setl Set2 Set3 Set4 Setb Average

5000 NN — 50.70 59.22 63.77 60.09 5458 576455
LP 45154 58.37 5991 60.88 62.01 59.47 6CGi13.24
NN+LP 409.79 58.03 6391 66.62 6593 57.7662.45+ 3.83

10000 NN — 6586 60.19 6752 6568 6564 6498.49
LP 381.16 58.27 60.04 60.85 6199 62.06 6064.40
NN+LP 31553 69.36 64.73 6950 70.26 67.7168.31+1.97

15000 NN — 6985 6642 70.88 70.71 72.18 7048£11.94
LP 299.10 5851 61.00 6094 6353 6098 60199.59
NN+LP 235.83 7059 69.45 69.99 71.20 73.45/0.94+1.39

Table 3.2: Accuracy results of neural classification (NN), LP with diecfeatures (LP), and com-
bined (NN+LP), over 5 random samplings of 5000, 10000, and 150@ddlwords in the WSJ
lexicon acquisition taskS(G) is the smoothness of the graph (smaller is better).

3.7 Application: Word Sense Disambiguation

The second task is word sense disambiguation using the SENSEVAL-3dil], which enables
a comparison of our method with previously published results. The goal isambBiguate the
different senses of each of 57 words given the sentences within whaghoccur. There are =
7860 samples for training and = 3944 samples for testing.

In line with existing work [135, 78], we use the features described in Tat3e However,
syntactic features, which have been used in some previous studies oatdsstd164], were not
included.

We used the MXPOST tagger [186] for POS annotation. The local collowafip; are con-
catenated words from the context of the word to disambiguate. The fimitd; are the boundaries
of the collocation window relative to the focal word (which is at index zefd)e focal word itself is
eliminated. For example, for the sentence “Please check this out” and tilenoid “check,” col-
locationC'_; 5 is pleasethis_outand collocatiorC'_, ; is e_pleasethis, wheree is a special symbol
standing in for the void context.

Related work on the same task [135] uses collocationg 1, C 1, C—2_2, Ca2, C_2 _1,
C_11,C1p, C_3-1,C_21,C_1, andC} 3 as features. In addition to those, we also used 1,
C_32, C_23, C_1 3, for a total of 15 distinct collocations. The extra features were selegted s
tematically by applying a simple feature selection method: a featiseselected if the conditional
entropyH (y|z) is above a fixed threshold (1 bit) in the training set, and &iso occurs in the test
set (note that no label information from the test data is used for this pepos
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# Feature Type

Iy 3 POSs of the previous 3 words CategorigaB
F, ¢ POSs of the next 3 words Categoricalx 3
Fr POS of the focal word itself Categorical

Fg 22 Local collocationsC_1 _1, C1,1, C—2.—2, C22, C_2 1, C_11, Categoricalx 15
C12,C3-1,C21,C_12,C13,C_31,0C_32,C_23,andC_; 3
(see text for details)

Fy. A bag of all words in the surrounding context Categorical

Table 3.3: Features used in the word sense disambiguation task.

We compare the performance of an SVM classifier, an LP learner usirggathe input features
as the SVM, and an LP learner using the SVM outputs as input featuresmalyre the influence of
training set size on accuracy, we randomly sample subsets of the trainan@88o, 50%, and 75%)
and use the remaining training data plus the test data as unlabeled data, simillae\yptocedure
followed in related work [78]. The results are averaged over five iifferandom samplings. The
samplings were chosen such that there was at least one sample for leelcin ke training set.
SENSEVAL-3 sports multi-labeled samples and samples with the “unknownl’ |&# eliminate
all samples labeled as unknown and retain only the first label for the mulfehbestances.

3.7.1 SVM First-Pass Classifier Setup

The use of SVM vs. MLP in this case was justified by the very small training sttaAn MLP

has many parameters and needs a considerable amount of data fiweeffaming, so for this task
with only on the order ofl0? training samples per classifier, initial testing deemed an SVM more
appropriate. We use the SVt package [112] to build a set of binary classifiers in a one-versus-all
formulation of the multi-class classification problem. The features input to®¥&hconsist of the
discrete features described in Table 3.3 after feature selection.

We defined one SVM per target label and we trained it to discriminate thdt dgl@nst the
union of all others, setup that is commonly used and known as one-vaiduaining [69]. We
evaluate the SVM approach against the test set by using the winnerathkéstegy: the predicted
label corresponds to the SVM that outputs the largest value.

3.7.2 Label Propagation Setup

Again we set up two LP systems. One uses the original feature spaaddaftee selection, which
benefited all of the tested systems). The other uses the SVM outputs as iitspstleBoth use a
cosine distance measure. Note that this experiment is to some extent aticextreyn the others
in that it does not use probability distribution as its input. Instead, it simply teeancalibrated
outputs of the SVM, which are theoretically unbounded and practically lierarthe rangé—1, 1].
For that reason, the distance measures discussed for probability distribare not applicable, so
we applied cosine distance. A possible alternative is to fit the SVM outputs smadizn and then



35

normalize the results [182, 145]. We chose to use the SVM outputs directlsder to explore
applicability of LP on first-pass classifiers with non-probabilistic outputs.
Thea hyperparameter (Eq. 3.2) is optimized through 3-fold cross-validationeotrdiming set.

3.7.3 Combination Optimization

Unlike MLPs, SVMs do not compute a smooth output distribution. Instead, dheyrained for
targets -1 for one label and 1 for the other label, and base the classiiicktision on the sign
of the output values. In order to smooth output values with a view towaajshgronstruction we
applied the following technigues:

1. Combining SVM predictions and perfect feature vectokfter training, the SVM actually
outputs wrong label predictions for a small numberi%) of training samples. These outputs
could simply be replaced with the perfect SVM predictions (1 for the truesclaslsewhere)
since the labels are known. However, the second-pass learner mightlabenefit from
the information contained in the mis-classifications. We therefore linearly cortigngVM
predictions with the “perfect” feature vectovsthat contain 1 at the correct label position
and -1 elsewhere:

s;=7si+ (1 —=7)vi (3.28)

wheres;, s; are thei input and output feature vectors ane parameter fixed at 0.5.

2. Biasing uninformative distributiondzor some training samples, although the predicted class

label was correct, the outputs of the SVM were relatively close to one anath the decision
was borderline. We decided to bias these SVM outputs in the right directiogibyg the same
formula as in Eq. 3.28.

3. Weighting by class priorg=or each training sample, a corresponding sample with the perfect

output features was added, thus doubling the total number of labeled imdtie graph. These
synthesized nodes are akin to “dongle” nodes as used by Zhu andegpl|@38, 93]. The

role of the artificial nodes is to serve as authorities during the LP proces®a@mphasize
class priors.

3.7.4 Results

As before, we measured the smoothness of the graphs in the two labagptimm setups and
found that in all cases the smoothness of the graph produced with ourdnett®better when
compared to the graphs produced using the standard approachwasishtable 3.5, which also
shows accuracy results for the SVM (“SVM” label), LP over the statidmaph (“LP”), and label
propagation over SVM outputs (“SVM+LP"). The latter system consistgmisfiorms best in all
cases, although the most marked gains occur in the upper range of labeiptes percentage. The
gain of the best data-driven LP over the knowledge-based LP is samiific the 100% and 75%
cases.
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# System Acc. (%)
1 htsa3 [96] 72.9
2 IRST-kernels [211] 72.6
3 nusels [136] 72.4
4  SENSEVAL-3 contest baseline 55.2
5 Niu etal. [78] LP/Jensen-Shannon 70.3
6 Niu etal. LP/cosine distance 68.4
7 Niuetal. SVM 69.7

Table 3.4: Accuracy results of other published systems on SENSEVAy8tems 1, 2, and 3 use
syntactic features; 5, 6, and 7 are directly comparably to our system.

Initial labels  Model S(G) avg. Accuracy (%)
Setl Set2 Set3 Set4 Setb Average

25% SVM — 6294 6253 6269 6352 6299 6283.34
LP 4471 63.27 6184 63.26 6296 63.30 62198.56
SVM+LP 39.67 63.39 6320 6395 63.68 63.9163.63+0.29
50% SVM — 6790 66.75 6757 6744 66.79 6729.45
LP 33.17 67.84 66,57 67.35 6652 66.35 66498.57
SVM+LP 2419 6795 6754 67.93 68.21 68.1167.95+0.23
75% SVM — 6954 70.19 68.75 69.80 68.73 6941.58
LP 2993 68.87 68.65 6858 6842 67.19 68i30.59
SVM+LP 16.19 69.98 70.05 69.69 70.38 68.9469.81+ 0.49
100% SVM — 70.74
LP 21.72 69.69
SVM+LP 13.17 71.72

Table 3.5: Accuracy results of support vector machine (SVM), lalmggation over discrete fea-
tures (LP), and label propagation over SVM outputs (SVM+LP), fomtbed sense disambiguation
task. Each learner was trained with 25%, 50%, 75% (5 random samplioby ead 100% of the

training set. The improvements of SVM+LP are significant over LP in the 76&0180% cases.

S(G) is the graph smoothness.

For comparison purposes, Table 3.4 shows results of other publiststeirsy against the
SENSEVAL-3 corpus. The “htsa3”, “IRST-kernels”, and “nusetgjstems were the winners
of the SENSEVAL-3 contest and used extra input features (syntadtitiors). The Niu
et al. work [78] is the most comparable to ours. We attribute the slightly higl€omnance of
our SVM due to our feature selection process. The LP/cosine systenyssesrssimilar to our LP
system using the discrete features, and the LP/Jensen-Shannon sysiemsimilar but uses a
distance measure derived from Jensen-Shannon divergence.
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3.8 Application: Acoustic Classification

Perhaps the most complex systems used in HLT today are dedicated to aut@eadtic grocessing.
Here we will focus on acoustic modeling, one relatively well-delimited andiafiged aspect of
speech processing.

From a modeling standpoint, speech recognition can be described byutiigoaq

W = argmax P(W|X) (3.29)
w

whereX = z1z5 ... is the acoustic observation sequence, Hhd= wiws . . . is the corresponding
estimated word sequence. The large task of estim&tirfgpom X can be simplified with the help of
phone recognition, where the sequence of wdttss replaced with a sequence of phones out of a
possible phone vocabulary. The task could be simplified further by remé®mporal information.

In that case, a sequence of phonetic observations predicts a single, gask known aphone
classification We will focus our next experiment on a phone classification task.

One important challenge for phone classification and speech recognitgemaral is finding
a good representation of the speech sigkialspecifically, extracting indicative features from the
audio signal.

Today, frequency domain representations are the dominant approéehittioe extraction for
speech. A widely used feature representation is known as the Mel-dmegepstrum Coeffi-
cients (MFCC) [63]. Bogert et al. introduced the notion of cepstrumaf@gram of “spectrum”)
in 1963 [31]. The cepstrum of a signal is the Fourier transform of tlveep@pectrum of the sig-
nal. The signal is applied the Fourier transform once, then the powetameld by squaring the
transform, then the logarithm is applied to express power in decibels (d&fjrally the cepstrum
is obtained by applying the Fourier transform again to the power in dB. ©hbld application of
the Fourier transform reflects the cepstrum’s ability to capture relatively wwiations in the fre-
quency spectrum of the input signal. The double transform can bezauHike a regular signal, and
notions such as quefrency and liftering have been defined by furghiaeranagram metaphor [113].
It has been shown experimentally [63] that such slow variations of thepspectrum are indicative
features of the speech signal.

The MFCC method is specialized for speech by being perceptually-motivatedhuman ear
has a specific and nonlinear frequency response, and the humeekéakcapability of understand-
ing speech motivates imitation of at least the early stages of the hearing sygterh,are easily
measured and relatively well understood. MFCC therefore approxirttedsiman ear’s frequency
response by warping the power-frequency spectrum obtained gfirirag the Fourier transform
into a different spectrum by using an empirical function known as the Melfency. Furthermore,
the warped power spectrum is filtered through a series of band-pass Biéeh having a triangular-
shaped response [105, Ch. 6]. The purpose of the filtering is to allowden-sampling of the
signal without aberrations caused by . A notable difference from tresicl@epstral transform is
that the second transform applied is Discrete Cosine instead of Foutiers been experimentally
showed that the Discrete Cosine instead of Fourier yields better spestdnefe than the Fourier
transform [36]. The importance of the function parameters decreatietheir order. Application
commonly use the first 13 coefficients (the continuous components at eafétency), to which
three more coefficient sets may be added, each containing 13 coeffi¢entise 1-2 Hz modula-
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tion energy; (b) the 3—15 Hz modulation energy; and (c) the 20-43 Hz latiolu energy, for a total
of 52 possible coefficients. Our experiments use the first 26 coefficients

Contemporary acoustic modeling approaches are typically using a trietitanigéchnique: after
sound acquisition and extraction of MFCC features, a hidden Markov Ifldt#M) with Gaussian
mixture (GM) probabilistic models is being trained. Today’s state-of-theyatems further improve
accuracy and robustness by using discriminative training and adaptatest tiata using techniques
such as MLLR [86] or MAP [89].

Several alternative or complementary approaches have been exipldhedoast, including dif-
ferent ways of modeling output distributions, such as Support Vectmhias (SVMs) [87] and
neural networks [33], as well as novel training techniques, suchrgs-taargin training [198].
However, adoption of new methods by the mainstream ASR community haslbeerwith some
exceptions [233, 210]—mainly because the standard methodology is weliitefficient, and easy
to use, and also because new models or learning procedures oftensdaleonell to large datasets.
Exploration is difficult mainly because of the data sizes involved: training eMaghly optimized
speech recognition system takes hours or days. On such large dasaphtsticated machine learn-
ing methods are hardly applicable, even if they are theoretically supemoa@neve good results
on artificial or small tasks. A field researcher or developer would bestbier inclined towards
spending time on incremental improvements on the existing techniques instegohgfradically
new approaches that are liable to have an extremely long experimentalltydeld be argued that
due to sheer data size, the ASR community is forced to improve on relativelyn@drstood local
optima instead of exploring in search of qualitatively better approaches.

Continued progress in ASR, however, does require exploring nggebaches, including new
machine learning techniques, as well as adapting these to large data sé¢ie aotnputational
constraints that present-day ASR systems are subject to. In the follovengwsstigate graph-
based learning as a way to improve over standard acoustic models.

Applying graph-based learning to speech is a potentially advantagedeavem. As discussed,
graph-based classification enforces global consistency acrossgraimd test samples, so it is in-
herently adaptive. In contrast, related traditional systems (such asstaighbor) only rely on
similarity between the test and training samples. Graph-based learning idlifyps&ed in a semi-
supervised, transductive setting where a relatively small amount of thata is used in conjunc-
tion with a large amount of unlabeled data. However, as we will show beloanitilso be used as a
post-processing step applied to a standard supervised classifier waiaddrge amount of labeled
data and tested on a small amount of unseen data, which is the typicalis@espeech processing.
In this case, graph-based learning provides a form of adaptation tostiaata by constraining the
decisions made by the first-pass classifier to accommodate the underlyictgretrof the test data.

On the other hand, applying graph-based learning to acoustic classificaises unique chal-
lenges:

 Similarity measure:As discussed in Chapter 2, choosing an appropriate similarity measure
is key to graph-based learning. It is unclear what similarity measure walopbbmal in
acoustic feature spaces.

» Adaptation to Sample Size Discrepan&yiginally, graph-based learning was formulated for
semi-supervised scenarios, where a large amount of unlabeled butl @asmant of labeled
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data are present. In many speech processing applications, we findpbsitepsituation. In
these cases, graph-based learning can still be of benefit due to tiaéglobkistency assump-
tion it enforces, thus effectively implementing adaptation in a differenteséva commonly
used. However, this requires changes to the basic algorithm.

 Scalability: Acoustic data is typically available in large quantities. Constructing a full similar-
ity graph would be feasible only for very small speech corpora. We witludis our approach
to scalability of phone classification in Chapter 5.

We describe in the following subsections how our system addressesdhaiéenges. The
setup consists of the two-pass system described in § 3.3 in conjunction wibni&hannon di-
vergence (8 2.3) as a distance measure. Results on an 8-class vesifierlare presented with the
goal of demonstrating the effect on speaker adaptation. Our appiacbves significantly over
state-of-the-art adaptation algorithms.

3.8.1 Adaptation to Sample Size Discrepancy

Adaptation is an important challenge in speaker-independent ASR syslexsl propagation is
inherently adaptive because it uses the self-similarity of the test data in adwitibe similarity of
the test data with the training data. To properly exploit the adaptive natlabeifpropagation, we
operate a simple but essential change to the mwtrix

First, let us consider the situatian > u. This is the case when a speech classification or
recognition system is trained against many hours of data and then pkadmtef utterance, such
as a phrase or sentence. The samples of the test utterance will bear simiggs/with the training
samples and also similarity edges with other test samples. Given that there @renore many
labeled samples than unlabeled ones, and also that similarity is additive (perefin5.4.2), it
follows that the accumulated similarity with labeled data will be much stronger thasirttilarity
with unlabeled data, even when similarity with each individual training sample i smaller than
similarity with other test samples.

A graph-based learner in which the edge weights linking unlabeled to labateples are much
stronger than edges linking unlabeled samples with one another will degemn®o an unsophisti-
cated nearest-neighbor classifier: random walks will be always or akhways absorbed directly
by labeled vertices, therefore test samples will be labeled in proportion axthenulated connec-
tion strength for each label.

If only the k£ nearest neighbors are used in building the graph, the effect is lessuyproed but
still present. Due to the large quantity of training data, the likelihood of finding sirtrdéning
data is higher, so the top slots may be saturated with similar entries, which lead to strong weights
after summation. In contrast, even though one or a few unlabeled negghtagr be very similar,
the dearth of unlabeled samples means that unlabeled-unlabeled cormectostill at a large
disadvantage. Even a relatively low threshold such as10 means a handicap of up to one order
of magnitude for the unlabeled-unlabeled connections.

To benefit of adaptation, we want to manipulate the density of the graph iegianrof the test
utterance. We achieve this by adjusting linking unlabeled samples with one another by:

t
Wij ¢ — Wij Vi>t,j>t (3.30)
u
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This artificially simulates that there are as many test as train samples, greahcerdithe adap-
tive properties of the algorithm. Although simple, this adjustment is extremelgtizie without it,
the classification degenerates in nearest-neighbor (i.e., the label ptigpegigorithm converges in
exactly one step). We confirmed experimentally that the unadjusted graphimgroves upon the
first-pass classifier.

3.8.2 Interpolation with Prior Distributions

For the training set we have access to the true labels and consequentlgdatble prior probability
distributions:

Py = (01,01, 1y, Opii1, - 0) = Be(ys) (3.31)

(0¢(n) denotes a Kronecker vector of lengthvith 1 in then™™ position and 0 elsewhere.) These
prior distributions represent the ground truth, so they are highly infovmé&dr classification. Using
them exclusively, however, would lose smoothness information, so thmyldsthest be used in
interpolation with the soft predictions resulting from the first-pass classifiering against its own

. o P+ P, .
training data. We chose an equal-weight mterpolatleh;—p throughout our experiments.

Interpolation with priors is interesting from two perspectives. First, intatmn achieves a
similar effect to Zhu’s dongle vertices [238, § 4.6]. Zhu suggested aockssfully used additional
labeled vertices (that he called dongle vertices) that encode additiomalddge about data, such
as the predictions of an external classifier. For example, each unlatamigole may be linked to
a dongle node that bears a label (soft or hard) as predicted forahgils by another classifier.
The strength of the connection is commensurate to the desired influencé addlional classifier
over the label propagation process. On the manifold approximated by dpé,ghe presence of
dongle vertices creates additional labeled “holes” that attract randdks waginating in unlabeled
vertices and as such bias the labeling process. In effect, dongle sertiarge labeled point density
on the manifold in the vicinity of unlabeled points. Interpolation achieves a sinffiectdoy only
changing feature vectors and consequently connection weights, walddirig any new vertices.
In fact, after graph reduction (8 5.4) is taken into account, the manifolglais\tself as a space
with exactly/ labeled attractors, one for each label. Interpolation of weights with thed<kar
vectors is equivalent to adding dongle vertices for the correspondmgis of the space that encode
maximally confident label decisions. This has the effect of compensatirgy#tematic errors and
the noise sensitivity of the first-pass classifier. An important aspect isnggipolation does not
impact graph size and scalability; in contrast, adding dongle vertices sectieanumber of vertices
and may increase the size of the associated matigesnd/orPy;..

The second interesting aspect of interpolation is that it directly usefe@eres-labelsluality,

a property of the two-pass classifier. In the graph-based systemigeaind labels have the same
semantics, whereas in a traditional classifier, features and labels belaligtitet spaces. The
duality allows us to mix them by injecting the label-derived Kronecker vectdestire features of
the labeled samples by simply averaging the two.

3.8.3 Data

We performed experiments on an 8-vowel classification task collectedddvdbal Joystick (VJ)
project [118], whose goal is to develop voice-controlled assistiveedsyor individuals with motor
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impairments. In the typical setup, a VJ user can exercise analog, corgigoatrol over mouse
cursor movements by using vowel quality, pitch, or loudness. One of timpaoents of the VJ
system is a speaker-independent vowel classifier whose outputdgaisentrol, for example, the
direction in which a mouse cursor moves. In this and similar scenarios, photassification that
is robust against speaker variation is of utmost importance in order to sjeittion of the system
by the user due to inaccurate recognition of control commands.

For training this classifier, a corpus was collected consisting of 11 hduecorded data of
which we selected a subset. The sizes of the train, development, andéestadshown in Table 3.6.

Set Speakers Samples Non-silent audio
Training 21 420 10° 1.16h
Development 4 20010° 0.56h
Test 10 8010 0.22h

Table 3.6: Training, development, and testing data used in the Vocal Jogspekiments.

This scenario is a good test bed for our proposed approach sinc&eadyatuned, high-
performing baseline system with standard adaptation methods exists fortthsetlan addition, the
focus on phonetic classification allows us to focus on the acoustic modelsiginileng e.g. lan-
guage model and search effects that would characterize largeuwlagalystems. At the same
time, this corpus is vastly more realistic than the toy tasks used in machine ledamagdgt €ontains
hundreds of thousands of samples.

3.8.4 Experiments and Results

We tested our phone classification system by directly using the outputs @dsthelassifier on the VJ
corpus to date, created by Li [144]. Li's classifier is a multi-layer percep(MLP) enhanced with
a regularized adaptation algorithm. The adaptation algorithm uses a regulduaz prevents the
regularized model diverging too much from the unadapted system, thidirayo@vertraining on
adaptation data. We used the same MLP (50 hidden units and a window sizaraples) and the
same adaptation algorithm as Li.

We apply our system to both the non-adapted MLP outputs and the adappedsoun each
case, a graph (of reduced size using the result of Proposition 1) wilagdo each test utterance,
after which iterative label propagation was applied to the graph. As aiicadd baseline we
use GMMs (a) without adaptation and (b) with MLLR adaptation. The adapt&txperiments
used 5-fold cross-validation, each time using a held-out part of theatstat computing adaptation
parameters. The results are shown in Table 3.7. Boldface numbers rifecaigly better than the
comparable baselines.

The similarity of choice was Jensen-Shannon divergence; to confirnit tisasa good-quality
distance, we compared it with development set performance for two comsusaty distance
measures: Cosine distance and Euclidean distance. They both eregkmhiginer error rates
(22.62:-11.23% for Cosine and 22.48.1.00% for Euclidean).
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Model Error Rate (%)
Dev Test

GMM, no adaptation n/a 39.62
MLP, no adaptation 24.8410.69  31.9%9.39
MLP+GBL, no adaptation 21.9410.52 28.75:12.31
GMM+adaptation n/a 20.053.76
MLP+adaptation n/a 12.183.51
MLP+adaptation+GBL n/a 8.32£3.21

Table 3.7: Error rates (means and standard deviations over all speakerg a Gaussian Mixture
Model (GMM), multi-layer perceptron (MLP), and MLP followed by a ghabased learner (GBL),
with and without adaptation. The highlighted entries represent the bestrate by a significant
margin ( < 0.001).

3.9 Discussion of the Two-Pass Classifier Approach

In this chapter we investigated a two-step procedure for graph cotistribat uses a supervised
classifier in conjunction with a graph-based learner. The advantagestwio-pass classifier system
are:

» Uniform range and type of feature¥he output from a first-pass classifier can produce well-
defined features, in the form of posterior probability distributions. This ehtemthe problem
of input features having different ranges and types (e.g. binarynuftivalued, continuous
vs. categorical attributes) which are often used in combination.

» Feature postprocessing he transformation of features into a different space also opens up
possibilities for postprocessing (e.g. probability distribution warping) deing on the re-
quirements of the second-pass learner. In addition, specialized disteraseires defined on
probability spaces (8§ 3.4) can be used, which avoids violating assumptiates liganetrics
such as Euclidean and cosine distance.

» Optimizing class separationThe learned representation of labeled training samples might
reveal better clusters in the data than the original representation: a disatiimip-trained
first pass classifier will attempt to maximize the separation of samples belongiliftetent
classes. Moreover, the first-pass classifier may learn a featureainauagion that suppresses
noise in the original input space.

Difficulties with the proposed approach might arise when the first-passifiéayields confident
but wrong predictions, especially for outlier samples in the original sgamethis reason, the first-
pass classifier and the graph-based learner should not simply beemeatea without modification,
but the first classifier should be optimized with respect to the requiremetite sécond.
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Experiments suggest that the resulting system combines the strengths cfdssifiers. The
first-pass classifier offers the graph-based learner a uniform anditoensional feature set to work
with. That feature format is better suited for an optimally-functioning distaneasure. Measure-
ments put the proposed two-pass approach to classification in contrast mitine traditional ap-
proach of using stock distance measures on top of the raw featuragtsRdmw that the approach
using the outputs of the first-pass classifier as features for the gesggttizlassifier is superior to
the conventional approach.

Next chapter will mark a departure from the experimental setup discus®e. Instead of
using fixed-length real-valued vectors as features and discrete khebywe will focus on defining
a theoretical and practical framework for applying graph-basedilgato structuredinputs and
outputs.
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Chapter 4
GRAPH-BASED LEARNING FOR STRUCTURED INPUTS AND OUTPUTS

The theoretical study and practical applications introduced in Chapted3auSaussian similar-
ity kernel to compute a similarity graph. The similarity kernel worked on top a$tadce measure,
which in turn was defined over fixed-length vectors containing eitherl@moispecific features or
probability distributions obtained from a first-pass classifier. The inputsaoterall learning
system were always unstructured—fixed-length feature vectorsiomgaeal numbers. Certain
features had Boolean or categorical values, in which case we toolakperasures to transform
them into real-numbered values, such as the one-hot approach (§3.6le2redicted labels were
categorical as well (e.g., POS tag or word sense).

It is worth noting that in the applications presented above, the components ivfpilnt vector
did sometimes exhibit interdependence, which confers structure to thedfesataceY. For exam-
ple, the lexicon learning experiment (8 3.6) uses features (refer to Ia)lehat are obeying certain
constraints, the most obvious being that featkitéBoolean feature that is true if the word consists
only of capital letters) logically implie$* (Boolean feature that is true if the word contains capital
letters). There are, without a doubt, more subtle interdependencies tangdiinstructure in the
features in Table 3.3, for example there is a strong correlation bet®eand F;, the latter being
a suffix of the former. Part of the value of the two-pass classifier dsetbiwas that it could learn a
similarity measure and ultimately a classification function without requiring hesatyife selection
or preprocessing. Ultimately, however, the learner wastructuredoecause it ignored structural in-
formation of the input or output space. Exploiting such information coulddvartageous because
structural constraints reduce the size of the search space, allowisteadad more focused learn-
ing. Also, many learning problems do not even fit the classic mold of findingpetion that maps
real-valued vectors to categorical labels. The field of learning with stredttinputs and outputs
has received increasing attention in recent years, and is the subjbig dhapter within the context
of graph-based semi-supervised learning. Our contribution in this ahiapgteextend graph-based
learning to learning tasks with structured inputs and outputs, and to applgghking theoretical
framework to a machine translation task.

4.1 Structured Inputs and Outputs

Traditionally, the input se&’ of a learning problem is modeled as a vector space of real-valued or
categorical features, and the output 3eis modeled as a discrete, finite set of categorical labels.
However, in many problems either or both &fand) may be structured spaces that may or may
not be finite. The structure could concern not oAlyand), but also a relationship between them.
Examples include:

» Spatial structure:ln many image processing applications—such as image segmentation—the
input is an entire image in raster format, and the “labels” are sets of redipnets denoting,
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for example, objects of interest within the image.

» Sequential/temporal structurén a natural language tagging application, the input consists of
a sequence of words and the output is a sequence of tags, onetliow@at The ordering of
elements in both input and output is important. Defining sequencing on inpotigmit may
be very different, as in e.g. an optical character recognition application.

« Hierarchical structure:Natural language parsers produce syntactic trees as their output.

» Combinatorial structure:Machine translation applications often uskgnments—bipartite
graphs that show the correspondence of each word or phrase imuttoe $anguage to a word
or phrase in the target language.

The classification above is not exhaustive because arbitrary kindsiofigal constraints may
be added to inputs, outputs, or their combination.

The machine learning approaches that we have discussed until now hudstienate of the
conditional probabilityp(y|x), usually in form of a probability distribution over the discrete labels
{1,...,¢}. A natural extension of this approach to structured data is to analyticallyeg«fy|x)
as a parameterized function that obeys by definition the structural comstoh X' and). Then,
parameter estimation by using e.g. gradient-based or maximum-margin techadgoewplishes the
learning task. This approach has been successfully used in maximum-iiandiovy models [215],
kernel conditional random fields [131], hidden Markov supportaemachines [6], and support
vector machines for structured output spaces [218].

Another possibility is to forego analytic definition fpfy|x) and instead focus on regressing a
real-valuedscoringfunctions. Such a scoring function accepts a pair of input and output data and
computes a real-valued score:

s:XxY—-RU{—o0} (4.1)

The scoring function encapsulates all structural constraints and yiet#s lBumbers for better
matched pairs of inputs and outputs; the nature of the scoring function is tatays fulfills
whatever structural constraints must be satisfiecktandy. Training data pairs are considered
highly feasible so they are assigned high values. d@onversely, infeasible, unlikely, or unwanted
pairs are assigned low valuessofFor completeness, if a pai(x, y)) does not satisfy the structural
constraintss(x, y) = —oo. Given this setup, estimated structured labels are obtained by solving:

y = argmax s(x,y) (4.2)
yey

Often it is possible that not all pairs iti x ) are feasible. Some applications denote

Y(x) 2 {y €Y |s(xy) # —oo} (4.3)

which eliminates a priori unfeasible combinations from the search spacéjéh wase the learning
problem can be reformulated as

y = argmax s(x,y) (4.4)
yEV(%)
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The definition ofs and the method of estimating theg max function are application-specific.
The functions is unable to emit estimated labeidirectly; instead, it learns an estimate of how
good a given feature/label pair is. Therefore, using a scoring methatréictured learning requires
the existence of Aypothesis generator function

X:X — F) (4.5)
whereZ () is the finite power set of the (potentially infinite) 9t
FY)={AecP(Y)| card(A) < oo} (4.6)

The disadvantage of a score-based formulation of structured learningtithe method is not
complete in that it must work in tandem with a hypothesis generator, whicls figssawvn learning
problems. The advantage of the approach is that it allows using unstrdaeail-valued function
regression algorithms with structured data. Such a learning problem issiftg@he and may scale
well to large problems. In contrast, an approach that n¥pe ) directly is often complex and
difficult to scale.

That the codomain of consists of finite sets is an important detail from both a theoretical
and a practical perspective. Theoretically, a finite codomain wfakes it possible to define finite
similarity graphs and therefore apply graph-based learning. Practiczdlycing the search space
for y increases the speed of search considerably regardless of the me#thd The hypothesis
generatory is usually a generative learning system that is fast and has good radalicks in
precision (has false positives).

4.2 Graph-Based Semi-Supervised Formulation

As we have shown in Chapter 2, label propagation is capable of learm@datimonic function over
a graph starting from a few vertices where the value of the function igredmad (the training, la-
beled vertices). Until now the learned function modeled probability valuesigixely. Assembling
several probability values in normalized vectors modeled probability distritmitwer sets of mu-
tually exclusive labels. The scoring-based approach to structuredriggrovides an opportunity
to apply graph-based methods to structured learning problems by fiegréss scoring function
directly instead of computing probabilities. To build a graph, we need to deimailarity function
between input-output pairs:

o (XA XxY)x (X xY)— Ry 4.7

Alternatively, we could define a distance function with the same domain amhed, and then
apply the Gaussian kernel to it for obtaining similarities, as we did in Chaptéh@osing between
similarity and distance depends on the natur& @nd)’; for the applications we discuss below, the
most natural approach is to define a similarity directly.

Giveno, a similarity graph containing the training data and the test hypotheses fagragim-
ple can be constructed. Each vertex represents either a pair of ingatugput values((x;, y;))
obtained from the training set, or a test hypotheis, (x (x;));)) - Instead of the continuous prob-
ability distributions associated with labels, this time there will be only one continteais/alued
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“label” associated with each vertex, the scoring functioifhe scores will be learned by the appli-
cation of a graph-based semi-supervised learning method such asriabegation.

To understand how label propagation works for regressing a funatmmsider again the cost
function, a.k.a. smoothness (Eq. 2.23), that the label propagation atgarithimizes:

8 = Z Wij (fik — fjk)2 (48)
ivje{lv'-~7t+u}
1>t V>t
ke{l,....0}

under the constraint (recall thét;(n) is a Kronecker delta vector of lengfki valued at 1 in posi-
tion n and O elsewhere):

frowi = 0e(yi) Vie{l,...,t} (4.9)

In our case there is only one label to compute (the score itself)=sol, the weightsi;; are
values of the similarity functiow ( ((x;,y:)) , (x;,v;)) ), the d,(y;) vectors become the training

scoress(x;,y;) Vi € {1,...,t}, and thef matrix (in our case degenerating to a column vector)
contains values of thefunction, resulting after substitution in:
2
S= > o({xyid, €xg ) (s(xiyyi) — s(x5,75)) (4.10)
i,j€{1,....t+u}
1>tV >t

The constraint is now implicit in the immutability of train scores; the constrainednadiate
matrix £ has disappeared entirely.

Similar to the probability caseS is a proper loss to minimize because it penalizes inconsis-
tent score assignments—those that score highly similar regions with abuapyiyng score values.
Score values diffuse from labeled vertices and follow the high- and lemsitly regions on the man-
ifold built by o. We can now formalize structured graph-based learning as follows.

Definition 4.2.1 (Graph-Based Formulation of Structured Learning for RegressiGonsider a
structured learning problem defined by featues= ((x1,...,x¢1n) C X, training labels
Y = {y1,...,y:) C Y, corresponding training scorgésy,...,s;) € R, similarity function
o: (X x)Y)x (X x)Y)— [0,1], and hypothesis generator functign X — F()). We define
the similarity graph for the structured learning problem as an undirectedteeigraph with real-
valued vertex labels, constructed as follows:

+ add one vertex; for each training pair sampléx;,y;) Vi € {1,...,t}, labeled with the
scores; (training pair samples have predefined scores);

+ add one vertex;; (with unknown score, initially set to 0) for each pair consisting of a test sam-
plex; and a hypothesigy(x;)),;, wherei € {t+1,...,t+u}tandj € {1,..., card(x(x:))};

« for each test vertex;; and each training vertey,, define one edge with the weight

wie = o ( (i, (X(xi)) 1)) (%> V8D ) (4.11)
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« for each pair of test verticas; andvy;, define an edge linking them with weight
wijie = o ( {(xi, (x(x:) ;) 5 (xh: (X(x0)),0)) (4.12)

The structural constraints éf x )) have not disappeared—they are now folded into the definition
of o, which bridges the structure of the input space with the unstructuredssign framework.
Devising good definitions of is the concern of the following sections.

4.2.1 Learning With Only Positive Examples

The similarity graph for structured learning as per Definition 4.2.1 needs #ieiny scores
{(s1,...,8:) € R*. Certain problems naturally present the learning system with such scores.
For example, in a sentiment categorization application [178] such as a muige/ rgystem, train-
ing data may consist of a set of sentences accompanied by an integed-vating from 0 (very
unfavorable) to 3 (very favorable). Test data consists of texts withnwxplicit rating. Such a
setup allows using graph-based learning to regress a real-valuedgsfiorction that is a contin-
uous extension of the integral training scores. After regression,destscan be kept as such or
discretized, by rounding, back to the same integer values as in trainingappiisation has been
demonstrated by Goldberg and Zhu [93].

In other learning problems, the train set contains examples and couatepkss, i.e. “good”
training pairs ((x, y)) + and “bad” training pairg(x, y)) —. In such situations, a common approach is
to assign each positive training sample a constant high sgorend each negative training sample
a constant low score_. Then regression learns a real-valued function with ranges;]. A
given test sample will be “pulled” towards the positive or negative vertasedictated by the graph
structure. The actual constants ands,. dictate the highest and lowest score received by any test
sample—in label propagation, all learned scores will fall in between these ligitise maximum
principle of harmonic functions [1]. Aside from the obvious requirement< s, there are no
other restrictions with regard to choosing these values; we are only ir#diagheir ordering. Some
applications define limits such asl and1 or 0 and1. In keeping with our previous application
when the computed scores had probability semantics, we chaose 0 ands; = 1 throughout
this chapter.

Many structured learning problems, however, only define a trainingosgaining only positive
examples, that is, correct paité;, y;)) Vi € {1,...,t}. Moreover, all training pairs arequally
realizable, desirable, or “good” (there is no confidence informationciested with the training
data). It would appear that only a little change in setup is needed: assipigthecore ¢, = 1)
to all training samples and leave no sample with seaore= 0. This ndve setup is, however, ill-
advised: In the absence of negative samples with low scores, labelgatign will promptly learn
the scoring function that minimize$ down to zero—the constant function valued att all points.
The traditional setup of label propagation that we described in § 2.3.2 didave this problem
because the system predicted probability distributions over multiple and mutxellysiwe labels;

a training sample carrying one label was automatically a negative sample éonedllabels.

Automatic generation of negative samples is an option for certain problemsynieuthat
should be approached carefully because not all negative samplesedtg, particularly in high-
dimensional spaces. Consider a structured problem wkiexe) is such a large space. Then, by
necessity, the actual train data and test hypotheses points will only fill agoratin of that space.
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(If the learning problem is formulated properly for graph-based leggritme training data and the
correct hypotheses will form a lower-dimensional manifold in that spaéerjerating random hy-
potheses would simply place random points in that sparsely populated spsitategy that falls
prey to the curse of dimensionality: those random points will be equally éan finy correct hy-
potheses and incorrect ones, and as such will be uninformative. éd“gegative” example must
be dissimilar with all positive training pairs (which is easy to accomplish) butsafagar with the
incorrect or inferior pairs predicted by the hypothesis generat@uch a generator would need to
follow the characteristic of the hypothesis generator and its proneneskiognsgstematic errors,
a requirement that is difficult to fulfill.

We will use a different approach that avoids the necessity of genersigative samples. The
idea is tainfer negative samples by exploiting information provided by the similarity functiolRor
each training sampl€x;,y;) , ¢ € {1,...,t}, we construct not only one vertex, as prescribed
by standard graph construction (“the positive vertex”), but also ot énegative” vertexv; .
The score assigned 19, is alwayss, = 1, whereas the score assignedo is alwayss_ = 0.
“Positive” and “negative” for vertices refers to them representingjtp@ (realizable) vs. negative
(unrealizable) training samples, not a mathematical sign. In fact, givechoire of scores, =1
ands_ = 0, a more evocative nhomenclature would be “positive” and “ground,” jestiby the
electric circuit analogy [68] that we discuss further in § 4.4.5. Havingttanted the extra training
verticesv; _, we must connect them to the rest of the graph. To do so, we computeneifgjets
from the edge weights linking each sample to the vertices. First we require that the similarity
functiono is bounded to the finite closed range , s |:

o (A XY)x (X xY)—[s_,s4] (4.13)

We assume that wheneverevaluates ta_ that means the involved samples are entirely dis-
similar, and whenever evaluates t@_ that means the samples are entirely similar (or better put,
equivalent for the purposes of comparing for similarity). Then we relyhensimple observation
that, under these assumptions, a test gair, y;) ,j € {t+1,...,t + u}, thatis similar to a train-
ing pair ((x;,y:)) ,4 € {1,...,t}, with similarity values;;, can also be considered dissimilar to the
same training pair to the extesft £ 1—s,;. Put another way, the test pajk;, y;)) can be consid-
eredsimilar to the extentl — s;; with an imaginary negative sample that complements the training
point ((x;,y;) . So the positive samples plus the bounded similarity value provide enough info
mation for graph-based learning if we add one synthetic negative traiamgls for each positive
training sample and amend the similarity function appropriately.

We will formalize these considerations in the definition below.

Definition 4.2.2 (Graph-Based Formulation of Structured Learning with Only Positive Trgin
Samples) Consider a structured learning problem defined by featiires ((xi,...,xt4u) C
X training labelsy = ((y1,...,y:) C V*, similarity functiono : (X x V) x (X xY) — [0, 1],
and hypothesis generator functign: X — F()). A similarity graph for the structured learning
problem is an undirected weighted graph with real-valued vertex labelstrooted as follows:

+ add one labeled vertex. for each training pair sampléx;,y;) Vi € {1,...,t}, with the
label equal to 1;

+ add one labeled vertex_ for each training pair sampléx;,y;) Vi € {1,...,t}, with the
label equal to O;
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- add one test vertex;; for each test sample consisting of a painaind a hypothesigy(x;))
wherei € {t +1,...,t+u}andj € {1,...,card (x(x:))};

« for each test vertex v;; and each training verticesv,, and v, if
o({(xi, (x(x:));)) » {xk,yx))) > 0, define one edge linking;; to v, and one link-
ing v;; to vy, with the respective weights

wijkt = o ( {xi, (X(xi)) ;) , (xk, y&) ) (4.14)
Wijk— = 1 — Wijhq (4.15)

« for each pair of test verticag; anduvy,, if v;; # vy, define an edge linking them with weight

wikt = o ((xi, (x(x0));)) 5 (s (X(x8))10)) (4.16)

The resulting graph has paths passing from the training source vertitesit@orresponding
sink vertices through test vertices. The semi-supervised effect ightraout by the additional
connections between test vertices. In practice, the graph (which mightryedense) may be
approximated by only keeping its strongest edges.

One decision that needs close scrutiny is the choice of a linear functisghfaveight assign-
mentsw;;,— = 1—w;;,+. The basic requirement is just a monotonically decreasing function defined
on [0, 1] and with a range in0, 1]. Many monotonically decreasing functions could be chosen to
map the rangé0, 1] onto itself, and the choice of a linear function must be justified appropriately.
We show below that the choice is well grounded because, save for itiiesspervised effect, it
computess assignments consistent with the overall similarity with the training set, as provbd in
theorem below. The theorem ignores for now any semi-supervisett éfiduced by edges linking
different hypotheses) and applies to the supervised subproblemticegeawe show that choosing
the linear function in Eq. 4.15 leads to a sensible result: the score assiglonangiven sample
is, in fact, the averaged similarity between that sample and the training sampleshigthit bears
similarity.

Theorem 4.2.3. Consider a similarity graph for structured learning defined for featuxes=
{(x1,...,%X¢4u) , POSitive training labelsy = ((y1,...,ys)), similarity functiono : (X x )) x
(X x Y) — [0,1], and hypothesis generator functian: X — F()). Then, if all unlabeled-
unlabeled edges are zero, label propagation will yield as solution theescor

s( (=i, (X(x0));)) ) = . Do (i (=), G i) (4.17)

C,.
Y k=1

whereC;; is the count of labeled verticésfor whicho ( {(x;, (x(xi));) » {xk, k) ) > 0.

Proof. We have shown that the harmonic function over the graph is unique antsav&rsow that
label propagation computes the harmonic function, so all we need to shouat iéhvalue in the
hypothesis satisfies the harmonic property. A given verfekasC;; edges to source vertices
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Vk € {1,...,C;;}, and anothe€;; edges to sink vertices;y+ Vk' € {1,...,C;;}. The weighted
average of these two connections is

CU CZ]
Z Wijk+5(Vk4) + Z Wijk— (V)

Ci Ci
E Wijk+ + E Wijk—
k=1 k=1

wherew; ;.. andw;;;,_ are the weights of the edges linking vertgx to verticesv; .+ andv; i,
respectively. In our case the scord®y. ) are all zero so they nullify the second sum in the de-
nominator. Also, from the definitions; ;. + w;;x— = 1 so the denominator sums up@g;, so we
obtain

aij

1 t
Qij = . Z Wij+S(Vk+) (4.19)
Y k=1

which is exactly the harmonic condition. S®atisfies the harmonic property and, being unique, is
the function computed by label propagation. O

This result shows that choosing the linear relatign_ = 1 — w; ;. in Definition 4.2.2 leads
to score assignments that (ignoring semi-supervised effect inducenddyeled-unlabeled connec-
tions) are equal to the average similarity of each that hypothesis with the gaamples it is
similar to. Convergence to the trivial solution & 1 for all samples) has been avoided, and the
scoring obtained is consistent with our notion of similarity: hypotheses tleatnare similar to
some samples in the training set will receive higher scores.

The presence of unlabeled-to-unlabeled connections may improveg@iity under the mani-
fold assumptions discussed in Chapter 2: graph-based learningenfatonly consistency of the
score across training and test data, but also across the test samples.

The resulting graph has a large number of vertices, two for each traimmpgle and one for each
hypothesis. Even if nearest-neighbor techniques are used for limitingotivectivity, scalability
might become an issue. We introduce in 8 5.5 a means to reduce the numbesroesvay orders
of magnitude without affecting the result of the learning process.

4.3 Similarity Functions for Structured Inputs and Outputs

In the formulation given above, the performance of the approach horggsfining a good similarity
functiono. A good similarity function should properly handle the structured naturemftghand
outputs, ultimately making for an expressive, smooth similarity.

Defining similarity across structured spaces is a recurring problem teanhbay applications
beyond graph-based learning. This section provides a brief ovenfiswch similarity functions.
Many of the recently-studied similarity functions aternel functions—functions that can be ex-
pressed as a dot product between two vectors associated with the impuighta mapping func-
tions. Section 4.3.1.3 introduces formal definitions for kernel functions.gfaph-based learning
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it is not necessary that the similarity function is a kernel function (the ormjyirements are pos-
itive and symmetric), but kernel functions have many desirable propenigably an expressive
representation and efficient evaluation.

Sequence Kernels Sequence kernels are a direct generalization of the traditional fixgthléa-
ture vectors. Instead of defining one sample as one vectoR", sequence kernels define a sample
as a variable-length catenation of such vectors, i.e.

x = (x1,x@ . x*)) (4.20)
D eR” Vie{l,... k} (4.21)

wheren € N* is a constant but € N is a sample-dependent variable.

Sequence kernels have found natural applicability to systems usinghspeawputs, for speech
is a variable-length signal consisting of real-valued vectors (e.g. trstrakpoefficients [66, Ch. 6]).
Campbell et al. [39] defined a sequence kernel suitable for trainingppddiMector Machine along
with an efficient mean-squared error training criterion method. They apipleesequence kernel to
speaker recognition and language recognition tasks. Solomonoff 208].Jised a similar setup to
prevent loss of performance of a speaker recognition system in there of variations of handset
and channel characteristics.

String Kernels  String kernels are similarity functions defined over variable-length catersatio
symbols extracted from a finite alphabet. There is some amount of confuslberature about
string kernels vssequencé&ernels, terms that are often used interchangeably. We consistently refe
to sequence kernels as kernels over variable-length catenationstofsvetreal numbers, and to
string kernels as kernels over variable-length catenations of symbas®difrom dinite alphabet.

A simple example of a string kernel would be a 0/1 similarity that compares forogsaphic
equality, but such a function would be too non-smooth to have any intergstipgrties. Edit dis-
tance gives a better notion of similarity than the 0/1 similarity, as do many otheexemt-match
measures. Naturally, string kernels are of particular interest to Humaguage Technology appli-
cations because strings model human language text directly. Section 8idclises string kernels
in detail, as they will be used in our application of Graph-Based Learnindatisfcal Machine
Translation.

Convolution Kernels Haussler [102] established a formalism for defining kernels over stegttu
data having countable sets as support, including strings, trees, artgidis work was predated
by research on string kernels, which he generalized into a framewarlapfdicable to trees and
graphs. A convolution kernel defines a kernel over a structure in tefkeynel evaluations on parts
of that structure.

Tree Kernels Tree kernels are similarity measures between trees and are also of intdxedt
ural Language Processing because of their applicability to syntax t€@ekins and Duffy [51]
describe tree kernels with NLP applications under the framework of ¢atimo kernels and show
applications to parse trees. Culotta and Sorensen [60] applied tredskiererelation extraction
task. Vishwanathan and Smola [223] take the route of transforming theiiteestrings by using a
non-ambiguous mapping, followed by use of regular string kernels fercwenparison.
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Graph Kernels Given that strings are restricted trees and trees are restricted geaphgjral
further generalization of structured kernels is defining similarities oveytgra(Graph kernels are
not directly related to Graph-Based Learning.) Due to the formidable ssiwgeepower of graphs,
graph kernels are the most difficult to define. In 2003, Gartner et&] H&ve shown that any sim-
ilarity function on graphs that can fully recognize graph structure is Aife-and also have shown
that approximate matches are computable in polynomial time. One similarity criteriasesl lon
the lengths of all walks between two vertices, and the other is based onrtiienof occurrences
of given label sequences in labeled graphs (the more label sequarccéasbeled graphs have in
common, the more similar they are deemed). Kashima and Inokuchi [115kd&fiapproximate
kernel by means of random walks of finite lengths and subsequently &pplclassification of
chemical compounds [116]. Cortes et al. [53] introduced rationaldkermhich operate efficiently
on weighted transducers. Graph kernels are of interest to a hostrodiuanguage Technology
applications because graphs occur naturally in many input and outpesespations: many NLP
tools produce syntactic and semantic information (such as named entitieaddapg structures,
anaphora, discourse relations) that can be most gainfully exploited mph framework [212]; fi-
nite state transducers are used in several HLT areas [165]; and tdeomphrase alignments used
by today’s SMT systems form a bipartite graph.

Choosing a Kernel for Statistical Machine Translation We propose below an application of
structured Graph-Based Learning to Statistical Machine TranslationthFokind of application,
the inputs and outputs are sentences, which are highly structured entteither string, tree, or
graph kernels could be investigated as candidates.f@f these, we chose string kernels because
they are the simplest to operate with, most scalable, and most directly relatednmgh common
automatic evaluation criterion for Statistical Machine Translation (SMT) (asudsed in 4.4.7).
Before describing our proposed application of graph-based learmi8y1T, we will discuss string
kernels (our similarity measure of choice) in detalil.

4.3.1 Kernel Methods

String kernels are an instance of kernel functions, an important con€epodern machine learn-
ing. This section introduces the appropriate background. Kernel me{i68] form a category
of machine learning methods that has received increasing attention in thygepes. This section
reviews the main ideas behind kernel methods and builds backgrourssaec# introduce string
kernels, which in turn are the basis of our similarity measure.

Positive definite kernels are motivated by the need to apply linear methods tonmaearn-
ing problems that can be best tackled by nonlinear systems. The keseal-bsethod essentially
consists of mapping the input space to a different space, called the mapaeel or thdeature
space Afterwards, the linear machine learning method is used in that space. ghhba learned
function (e.g. a classification boundary) is linear, the transform is nanlie@ the relationship be-
tween the learned function and input space is nonlinear as well, leadmexdmple, to a curved
decision boundary obtained through a linear classification algorithm. Theingafunction must
have properties that make it a good choice for the input space and isdapigae to introduce
problem-specific knowledge into the learning process. Also, efficiemhilegs must be possible,
which restricts both the mapping and the learning method in ways we will desmiber. We first
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define a kernel function formally.

Definition 4.3.1. Consider a functionx : X x X — R. If there exists a Hilbert spack and a
function® : X — H such that

K(x, %) = (®(x), ®(x)) Vx,x' € X (4.22)

then we callk a kernel function ® a feature mapof x, and’H thefeature spacassociated with:
and®.

Choosing the right kernel for a given problem is an active area a&farek. Using a kernel
functionx becomes advantageous under the following circumstances:

d
» The original linear machine learning method defines a dot pro(duoi’> = Z T x/[i] onR¢
i=1
and uses the dot product exclusively in calculations;

» The mapped spacH is arguably a feature representation that is better amenable to linear
methods (e.qg., hyperplane separation) than the original space

For example, the mapping : R? — R?, ®( (z1,22)) = (@2, V2z120,22)) allows a plane
in three dimensions to separate points that would be separated by an ellipsésadrigimal bi-
dimensional space. Furthermore, the dot product in the mapped spacplg the square of the
dot product in the initial space, as can be readily shown through simpleralgenanipulation. This
means that a method that learns a separating hyperplane (e.g. a SuggortMachine [32]) can
be used for planar radial separation at virtually no added computatiosglic spite of it working
in a higher-dimensional “intermediate” space.

To show that a given functior is a kernel, it is necessary to defift¢ and & analytically
and show that the fundamental relationship in Eq. 4.22 holds. That mightiseasebe difficult,
so the question arose of finding out whether a functids a kernel by verifying properties of
directly. The functions that are equivalent to dot products in mappecespare calleghositive
definite functionswhich we define below. The proof of equivalence between kermeitions and
positive definite functions can be found in literature [103, 159, 59].

Definition 4.3.2. A real symmetric matrix)M/ € R™" satisfying > cic;M;; > 0 Vk €
1,7

N*, ((c1,...,c)) € R¥ is calledpositive definite A function : X x X — R for which the

matrix K;; £ r(x;,x;) (called the Gram matrix) is positive definite: € N*, ((x1,...,x,)) € A"

is called apositive definitdunction.

Substituting positive definite functions for dot products in machine learnigyithms auto-
matically introduces mapped spaces and uses them in learning. Also, atskesnally come in
simple analytic form, they provide much faster evaluation than actually computireg products
in the mapped space directly. In fact the mapped space might be infinite-dimainsDue to its
remarkable effect of mapping the original features into a much more estpedeature space at a
low cost, said substitution is called “the kernel trick” in the machine learning camignu
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The connection of kernel methods with graph-based learning becorpeseapif we observe
that the usual similarity function defining the graph in Eq. 2.1

)2
i, x;)7 } (4.23)

Wij = exp {— 2

is, in fact, a kernel function [103].

Of particular interest to kernel methods are tbproducing kernel Hilbert spacd62, 72], for
which the mapped space has the fakm= X — R and is associated with a continuous kernel
The corresponding inner product is:

<Q>(X),<I>(X/)> = /X Q)y(x)éy(xl)dy (4.24)
if X is continuous, and
(B(x), 2(x)) = Y Dy(x)y(x) (4.25)
yeX

if X is discrete (whether finite or not). Our next sections are concerned efithirty reproducing
kernel Hilbert spaces over discrete spaces only with the kernel vafireed as per Eq. 4.25.

4.3.1.1 Normalized Kernels

For any kernel function, the inner product space defined by the mgydpia complete under the
following norm definition [171, 187]:

le)] = V(2(x), 2(x)) = /r(x,x) (4.26)

It is easy to verify that the properties of the norm are satisfied followingd#faition of a
positive definite function, so any Hilbert space is also a Banach spacenerith||®||. (However
not all Banach spaces can define a corresponding dot product.)

By the Cauchy-Schwartz inequality [171], we have:

[(2(x), 2(x))] < le()] - @)l (4.27)
‘ﬁ(xjx/ﬂ < VE(x,x)k(x, %) (4.28)
which implies that the normalized kernel is bound withinl, 1] (or [0, 1] if all kernel values are

nonnegative, as is often the case). To introduce normalization, we nekdine a distinguished
subset oft’ as follows.

Definition 4.3.3. Given a kernel functiork defined on seft, we define thenonsingular kernel
subsetdenotedY”*, as:

X2 X\ {x € X|kr(x,x) =0} (4.29)

For any kernelx(x,x) = 0 = x = 0, but we definedtY"* as depending onr(x,x) = 0 as
opposed tx = 0 because there are kernels that do not evaluate to 0 even in the origimhitdr
consequenthyt’ = X",
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Definition 4.3.4. We define theormalized feature mag:

B(x) : X% S RY Bx) = ’gg;” (4.30)

The function is well defined because the denominator is never 0; in factasigto verify that
|®(x)]| =1 Vxex® (4.31)

The functional® is a feature map of theormalized kernek : X** x X** — R.

e ) b B 9\ @(x),0()
“e) = (809.86) = (o o) = o Toe @2

_ k(x, %)
Ve, x) k(X %)

Normalized kernels are important to the study of kernel methods becayseftae eliminate
the dependency of kernel’s value on inconsequential characteri$tibe emputs, such as size or
sparseness, and also allow for easier combination with other similarity msas\itout normal-
ization, kernel evaluation would yield values that only give a relative natfosimilarity. Also, a
normalized kernel engenders a distance with metric propertiesi¢Veras we will show in the next
section.

(4.33)

4.3.1.2 Relationship with Distance

Given a kernel function defined on a discrete s&twith the mappingb with values in a reproduc-
ing kernel Hilbert space, consider computing the Euclidean distance é&etwe points in mapped
space:

de (x,%) = [ (Pu(x) — Pu(x))? (4.34)
weX
= D 0u(®)?2 -2 Pu(x)Pu(x) + Y Dy(x)? (4.35)
weX weX weX
= Vk(x, %) — 26(x, %) + (2, %) (4.36)

Following a similar expansion, the normalized distance computes as follows:

d,. (x,x) = Vi(x,x) — 2&(x, %) + &(x/, x') (4.37)

By the definition ofk, 4 (x,x) = #(x/,x’) = 1, so

~

dy; (X, X/) = /2 — 2R(x,x) (4.38)

As Euclidean distances,. andd,. readily satisfy the metric properties (§ 3.4) directly from
their definition. This is of high practical interest because many algorithnfagbnearest neighbors
searching require at least a subset of the metric properties. For exdheplal-tree data structure
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that we use in Chapter 5 for accelerating nearest neighbor computatuiras properties that
Euclidean distance fulfills.

However, finding the closest neighbors according.tdoes not necessarily find the most similar
items:d,(x,%’) < d.(x,%x”) that does not necessarily implyfx, x') > x(x,x"), i.e., kernel values
are not in a monotonic relationship with the corresponding distances. Heteeige normalization
comes into play powerfully. We prove a simple theorem below that is of impatempractical
approaches.

Theorem 4.3.5.Consider a kernefx, ®) and pointsg, x', x” € X**. If d.(x,x') < d.(x,x"), then
f(x,x") > Rk(x,x").

Proof. We take the difference of squarés(x, x”)? — d.(x, x')? applying their simplified form in
Eq. 4.38:

die(x,%")? = de(x, %) = 2((x, %) — i(x,%")) (4.39)

) d,. is a metric sal,(x) > 0 Vx € X**. Consequentlyl,(x,x") > d.(x,x') < du(x,x")% >
d,.(x,x')%, which immediately leads to the conclusidfx, x') — #(x,x”) > 0. O

Practically, Theorem 4.3.5 shows that using a nearest-neighborgddagrdo the normalized
distanced,, will find the most similar samples in a data set if it takes the precaution of eliminating
points for whichx(x,x) = 0 (if any) from the potential candidates in the search. This is achieved
easily in practice with negligible computational cost.

4.3.1.3 String Kernels

At the highest level, string kernels are simply kernel functions definetl enX* for some discrete
vocabularyX.. Use of mappings and similarity measures defined6érand akin to kernels was
already widespread with strings prior to the introduction of kernel metheaisexample, consider
the following map:

D:X* 5 RY Dy(s) =card {v,0 € B* | s = vwv'} (4.40)

We use the notatio®> as a shortcut fof¥ — R), i.e., the set of functions defined an
with values inR. Also, we use the notatio®,,(s) as a shortcut for the longer, more explicit
notation[®(s)] (w), which reveals thab is a functional applied te yielding a function thatin turnis
applied tow. The shortcut notations are a generalization of the usual notations in multslonah
Euclidean space®R(* andz,, respectively).

Eqg. 4.40 defines a mapping that describes strings solely through the teydsontain, without
regard to their order, modeling technique known as the “bag-of-wardwiel (or, depending on
the vocabulary used, “bag-of-characters”) s lis large (e.g., an entire document), word frequency
has been shown to be a good predictor for the topic covered if the woedgeanmed and if stop
words (e.g., “and”, “not”) are eliminated [142, 109]. Taking the innedurct in the corresponding
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normalized mapped space yields:

(@(s), 0(8) 2 Pl
S A\ s), _ wey
(%) 80) = eI o - (4.41)
(o) ()
wWEX wWEX

which is nothing butcosine similarity the popular similarity measure used in Information Re-
trieval [155] and NLP [200]. Joachims has first used the kernelgtigs of cosine similarity
in a document categorization task using a Support Vector Machine ass#ielgdd.09]. It is worth
noting that in this case the kernel trick is not of use because the featne spexplicit and the ker-
nel is computed directly as an inner product in feature space. The iroaug can be completed in
O (]X]) time if preprocessing extracts sorted feature vectors, computable in tdh| i - log |s|)
time for each input string.

The p-Spectrum Kernel (n-gram kernel) Leslie et al. [139] introduced, in the context of a pro-
tein classification task, a direct generalization of the bag-of-wordsekénat maps a string into
the space of all possible strings of length exagtlyThe kernel is also called thegram kernel in
the NLP literature [92], for obvious reasons. The feature of a stiagcoordinata: € X? is the
number of occurrences afin s.

D:X* - RY ®,(s) = card {v,v' € &% | 5 = vuwo'} (4.42)

This definition is very similar to the bag-of-words kernelin Eq. 4.40, with Sseatial difference
that in this casev is a fixed-length string of length, whereas in Eq. 4.40 it is a single elemenibf
The inner product is computed in the expected manner:

K(s,t) = Y Bup(s)Puy(t) (4.43)

weDP

In this case the kernel trick is highly useful for computing the inner procas enumerating
all p-length substrings and matching them would take time exponential iBetter approaches
have been proposed that rely on preprocessing the strings into infeensatictures in linear time.
Leslie et al. [139] built a trie data structure [26] out of one of the string$ @hieved an overall
time complexity ofO (p (|s| + |t|)). Using a generalized suffix tree [189, 223] reduces complexity
to O (|s| + [t]).

The Mismatch Kernel Leslie et al. also introduced the mismatch kernel [140], which is similar
to thep-spectrum kernel but makes the similarity measure smoother by allowing upcioséaat
m < p mismatches in the substrings of lengthThe mapping function is:

Dy (s) = card {v,v' € T* | s =vw/ AJu| =pAm >card{i € {1,...,p} | w; #u;}} (4.44)

The innercard function counts the mismatches between two strings of lengtiine outercard
therefore counts all possible substrings >” of s that are withinm mismatches from coordinate
stringw.
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The implementation defines and uses a mismatch tree which is akin to a suffix fted [@
overall complexity obtained wa® ((|s| + [¢|) £™|2|™). Leslie and Kuang [138] subsequently in-
troduced two more variations on the mismatch kernel: the substitution kerneh witdels the
probability of replacing one symbol with another, and wildcard kernel, vhitows up tom in-
stances of a special wildcard character in the match. All of these models$rieabased implemen-
tations and similar complexity profiles.

The n-Length Gap-Weighted String Kernel The mismatch kernel suggests further generaliza-
tion to kernels that support arbitrary insertions of extra symbols in eithi&eddtrings, which opens
the door togapped string kernejsa family of string kernels of particular interest to NLP at large
and to Statistical Machine Translation in particular. In order to describpeghgtring kernels, we
will first give a few additional definitions.

Definition 4.3.6. The strings[: : j], 1 <14 < j < |s| is the substring;...s; of s. We say that is a
gapped subsequenocé s with indices vectod (denoted ag = s[i]) if 3i = ((i1,...,du)) € N
with 1 <4y < ... <y < [s| suchthat; = s;; Vj € {1,...,[t[}. The length of the gapped
subsequencewith indices vectoi is i, — i1 + 1. X" is the set of all sequences of length

(We observe the convention prevalent in recent literature to consistently aoptiguity when
discussing “substrings” and non-contiguity when discussing “sulesems.”) We now define a
mapping function that maps a string ¥i* onto the space of all of its gapped subsequences of
lengthn. The more “spread” a subsequence is (i.e., with more numerous and/arggipg), the
less representative it is of the string as a whole. This intuition is formalizedsingwa penalty
factor A € (0, 1] that makes matches with longer gaps exponentially less important. The base of th
exponentiation is\ and the exponent used is the total length of the gapped subsequence.

For the finite se®, n € N*, and\ € (0,1], we define then-length gap-weighted feature
mapping with penalty as the following functional:

. x* - R (4.45)
By(s) = Z Abful—i1+1 (4.46)
iiu=s]i

It is implied that®,,(s) = 0 if there is no vectoi such that: = s[i], i.e., stringss andu have no
element in common. The corresponding kernel is defined as a regularadinict in mapped space:

K(s,t) 2 ) Dy (s)0yl(t) (4.47)

ueX™

It would appear that the rich, informative similarity notion given by gappetthes is also its
Achilles’ heel. Computing all terms directly and then summing them is impractical, gsatiee
combinatorially numerous. However, Lodhi et al. [149] defined a gagheéng similarity kernel
that requiresO(n - |s| - |t|) time and space to compute 1-gapped, 2-gappedy-gapped sim-
ilarities between two strings andt by using dynamic programming techniques. The cost is also
incremental—eact)(|s| - |¢|) iteration computes similarity for length and saves state for comput-
ing similarity for lengthm + 1. This is helpful because-gapped similarity is a decreasing function
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of m. An implementation might decide to stop computation early if the similarity has fallen below
a threshold.

Finally, Rousu and Shawe-Taylor proposed a sparse dynamic progrgnamgmoach that re-
duces complexity t@(n - card(M) - log [t|), whereM = { (i,j)) € N? | s; = t;} is the set of
index pairs of matching string elements.

The All-Lengths Gap-Weighted String Kernel A number of alternative kernels related to the
above were proposed by Yin et al. [230] along with dynamic programmirayittigns. Of particular
interest is the all-lengths gapped kernel with the mapping function:

P ¥ - RY (4.48)
Dy (s) = Z Al —i1+1 (4.49)
iru=sli]

Note that in this case the codomain ®fhas changed frolx™ to ¥*, which means that the
mapped space is now the space of all strings. In spite of this space beisiga@bly larger, the
dynamic programming algorithm only need¥|s| - |¢|) time andO(min(|s|, |t|)) space. This,
together with having less parameters, makes the all-lengths kernel potentiadiyattractive than
then-length kernel.

4.4 Structured Graph-Based Semi-Supervised Learning for Machin@ranslation

A field that has recently benefitted from steady progress in machine lgaanth equally steady
growth of corpora sizes is Statistical Machine Translation (SMT). Althocggitemporary SMT
systems have not achieved human-level translation capabilities on gésdrahey have made
important inroads into tackling this difficult problem.

In the following we describe a practical application of our formulation opgrhased learning
with structured inputs and outputs: an algorithm to improve consistency irsgfna@sed SMT.
As we have discussed theoretically, we define a joint similarity graph ovieirngaand test data
and use an iterative label propagation procedure to regress a heathsoring function over the
graph. The resulting scores for unlabeled samples (translation hypsjtee then combined with
standard model scores in a log-linear translation model for the purpaseasiking. We evaluate
our approach on two machine translation tasks and demonstrate absoluteements of 2.6 BEU
points and 2.8% PER (without adaptation), and 1.E®8 points and 1.2% PER (with in-domain
adaptation data) over state-of-the-art baselines on evaluation data.

Machine translation is a hard problem with highly structured inputs, outputisredationships
between the two. Today's SMT systems are complex and comprise manygrhsythat use var-
ious learning strategies and fulfill certain specialized roles. Applying aleaming technique to
an SMT task is usually—and most effectively—carried by integrating thelaaming technique
within a multi-module SMT system and measuring the overall impact of that teaanigquunder-
stand the motivation behind applying structured graph-based learning To &description of the
standard architecture of a state-of-the-art SMT system is in order.
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4.4.1 Architecture of Contemporary Phrase-Based SMT Systems

Contemporary SMT systems follow a fairly standard architecture. Than&glsBow consists of
preprocessing, system training, decoding, and postprocessinge trathing stage, the model is
trained by using parallel sentences in the source and target langu@ijessystem-wide model
consists of various models (such as a language model and a translatioh), whiteh all feed an
overall log-linear probability model. Once the model is trained, a procdesi@ecodingis used
to obtain estimated translation for test sentences. The decoder is a segirgh(@sually having no
trained parameters) that searches for the translation that maximizes thbifitplbf the translation
given the test input. Decoding may entail the generation and rescorimgpest lists, which is the
framework we will focus on.

The test phase usually operates at sentence level: one input sentesd, isrocessed, trans-
lated, and “forgotten” as the next input sentence is read. This is thé sestu@ (although certain
departures do exist [219]).

In the following we briefly describe the main activities performed by a phbased SMT sys-
tem.

Preprocessing This is the activity performing all processing necessary for adaptingeatin-
puts to tokenized data (words). Subsequent stages operate at thietateA system as simple as a
vocabulary-driven indexer that identifies words separated by wilgitesis a rough archetype of this
stage. However, preprocessors may become much more involved dependhe input languages
and on the task at hand. Scripts that have no explicit word separatiom #suChinese) require a
learning machine procedure on its own for word segmentation [206, 2R1AB0, highly-inflected
languages (such as German, Arabic, or Greek) benefit from a morphmformed preprocessor
lest the vocabulary size increases and relationships between varieasianis of the same word are
lost. Preprocessing also usually detects simple symbolic categories suchlzara and dates [193].
Preprocessing is performed on both source and target sides foritliagrdata (by different sub-
systems that take into account the specificities of the source and targeddgsy respectively) and
on the source side for test data.

Training Training the decoder is done with parallel texts in the source and targetdgag The
basic approach aims at computing parameters that maxptyze), which, after applying the Bayes
rule, becomes:

arg max p(y|x) = arg max p(x|y)p(y) (4.50)
y y

Of the two factorsp(y) is computed by using Eenguage modebn the target language side, a
problem that has been investigated extensively [50, 209, 105, 48]trdislation modep(x|y) is
the more difficult subsystem to train; a variety of training methods are beieg, ssich as word-
alignment induced phrases [126, 175], syntactic phrases [126]plarade-alignment [126, 153].
Additional models may be used in the rescoring process, and the weights loigtfinear model
associated with them are trained on the training set (parallel sentences soufee and target
languages), usually by using Minimum Error Rate training [172]. Eackygibm participating in
rescoring may be trained in a different way.
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Decoding The decoding engine finds hypotheggs= (x(x;)); (candidate sentences in the target
languages) that are the best candidates for translating test senten®¥és slightly depart at this
point from the prevalent notations used in SMT literature for source agdttaentences @ndt)

in order to integrate the SMT process within the notations we have used inrikeagsection on
structured learning. In the same vein it is worth noting that the use of “hgphhere is consistent
with our definition of the term in § 4.1.

The decoder [125] essentially (a) segments each source (test) seimterhrases; (b) translates
each source phrase into a phrase in the target language; and @greetite obtained phrases to
obtain a translation. Each of these steps is subject to large variations gk@nasentence, several
segmentations into phrases are possible. Also, for each phrase in tioe amguage, several
translation phrases are possible. Finally, for a given target phrasaweerous reorderings are
possible. In order to reduce the number of hypotheses, severalmtueis estimate hypothesis
probabilities and prune out unlikely translations. The other models may inclladeyaage model
and a distortion model that accounts for word reorderings. These margédistegrated within a log-
linear model (described below in § 4.4.3), which associates an overadl wtitn each hypothesis.

The decoder could be used as is by simply taking the so-called 1-bekt kresthe hypothesis
with the largest score. A better option is to have the decoder outpu¥Vtbhest list which is a
collection of the hypotheses that have receivedthiargest scores. In many SMT applicatioNs
is on the order ofl0®. N-best lists have the advantage of providing a good approximation of the
hypothesis set, while also keeping its size within manageable limits.

Rescoring Also known as reranking, rescoring operates on Afvbest lists output by the de-
coder. The hypothesis space has been reduced by the decodergdgs the point at which more
computationally-intensive models can be applied. The distinction betweenlidgcand ranking
stems therefore from practical necessity: mathematically, the models usedrgstimging stage
could have been applied against the larger hypothesis space selydhediecoder, but that would
have made the approach computationally infeasible.

The scores computed by the models in the rescoring stage are integratecawdtfier instance
of a log-linear model (8 4.4.3). The scores computed by the decodeitgiganodels are usually
integrated within this last log-linear model. The model is in principle the same asthesed
in the decoder, but is trained separately and possibly implemented followiiegedif engineering
tradeoffs (as it operates on a smaller input space but a larger numinedets).

The rescoring stage is where sophisticated models may be inserted in th# system in a
scalable manner, and is the point at which we insert our graph-bag@tkenntegration is facile
because we defined structured learning to fit perfectly within a resciveingework. The formalism
for a hypothesis defined in § 4.1 corresponds to the notion of “hypothasian element of the
N-best list.

4.4.2 Phrase-Based Translation

The phrase-based approach to translation (as opposed to wod}-sae most important recent
development in SMT, and is ubiquitous in today’s systems. Phrase-basesthtion systems oper-
ate on phrases as the unit of translation. The translator divides sonmeatze text into phrases,
translates each phrase into a target language phrase, and then pessidys the output phrases to
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obtain the translated sentence. Phrases vary in length and a few gjaerrddvords may or may
not fall within the same phrase(s). The context horizon for phrasmeeigtion is the sentence or
the chunk (a large constituent of a sentence). Phrase lengths mayadiftess source and target,
and include lengths 0 and 1.

There are several ways of dividing sentences in phrases and patiriages in the source and tar-
get languages. Och et al. [176] learn phrase alignments from a pa@iels that has already been
word-aligned. The popular Giza++ Machine Translation system [17déigdes word alignments
that can be subsequently used for learning phrases. Koehn et@].dd@ a number of heuristics
to the process. Yamada and Knight [228] and Imamura [106] propdseosing linguistically-
motivated phrases, i.e. the system should only consider phrases thlatnstéuents. Such a re-
striction has low coverage and eliminates many useful phrases, so it oiotfgirier results when
compared to statistical-based phrase learners. However, using syaibggtiotivated phrases in
conjunction with statistically acquired phrases has good performancelsmdeauces decoding
time [100]. Finally, Marcu and Wong [153] proposed a model that leahmages jointly, direct
from an (unaligned) parallel corpus.

The system we use in our experiments is the University of Washington Madmanslation
System [120], which uses Och’s algorithm [176] for learning phr&ses a word-aligned corpus.
The word alignments are obtained with Giza++.

4.4.3 Log-Linear Models

During decoding and rescoring, the prevalent means of aggregatiagaenodels into one meta-
model is log-linear modeling [20, 173]. Log-linear models (a.k.a. exporientdels) are based on
a powerful intuitive justification and an equally powerful mathematical justifica Intuitively, a
good model that needs to respect certain constraints (usually pregetitedorm of experimental
evidence) must not “overcommit,” i.e. it should assume no other constraitepiethose presented,;
aside from respecting the given constraints, it should assume that thibutistr of all data is as
uniform as possible. This translates directly to intently choosing the modebafmum entropy
from the universe of all constraint-abiding models. Mathematically, maximiziagctinditional
log-likelihood of the training data is equivalent to (i.e. is the convex duahifjmizing the entropy
subject to the given constraints [20].

A log-linear model receives as input sevefedture functiong;:
fi: XxY—->R Vie{l,...,|f|} (4.51)

that map possible input/output pairings to real numbers (or categoricaltsutpSome features
may be defined only o’ or on). A notable category of feature functions are binary features,
modeled as numbers if9), 1} (which the paper introducing log-linear models [20] has used exclu-
sively). Although featureg; and the scoring functionhave similar definitions, there is one notable
difference: whereas the value of the scefe, y) must increase with the feasibility/desirability of
the pair (x,y)) , there is no such requirement for a feature functfpn The only requirement is
that f;(x, y) correlates, or inversely correlates, with the feasibility(@f, y)) . Using these features,
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the log-linear model computes the likelihood of a given pair as:

|1
exp | Y Aifi(x,y)
pa(ylx) = T (4.52)
> exp | YO Aifilx,y)
y'ey i=1

where) € R/l is the vector containing the log-linear model's parameters, called featuréitweig
or model scaling factors. The denominator ensures normalization fopangyedefined probability
and need not be computed if only thiez max p, (%, y) is of interest.

4.4.3.1 Training Log-Linear Models for SMT

For Statistical Machine Translation, the state-of-the-art method is Minimuor Rate Training
(MERT) proposed by Och in 2003 [172] and subsequently improved ddy dhd others [71, 150,
41]. MERT is a rather general training method that trains the parameters lwighinear model to
minimize a smoothed error count. The method is parameterizable by the trainimgporite SMT,
training maximizes directly BEu [180] or PER [173] against a development set. For example,
training for maximizing BEU solves the problem

A* = arg max BLEU(e}; referencep (4.53)
A
where} is the candidate translation obtained by using model paramgteiihe function is not
smooth and has many local minima, which makesathemax search difficult. MERT selects the
best candidate translation out of arbest list (candidate translation) by using coordinate ascent;
within an iteration the parameter that improves the score gets optimized while thg atbdixed.

4.4.4 Constraining Translations for Consistency

The translation of a given sentence depends on the maximum global seateme as computed by
the final log-linear model in the rescoring stage. The global score maypinedted by different
models at different times, and there is no inherent smoothing that fostersrdirailalations for
similar input sentences. Therefore, it sometimes happens that similar testcEnreceive rather
different translations. This lack of smoothness reduces the cohesiwaf the translation and in
fact may favor mistaken translations.

Consider the example in Fig. 4.1, taken from the IWSLT 2007 Arabic-tdi&mdgranslation
task [83]. The Arabic word “ymknk” means “you can” and “|A’ negatestutch that the phrase “lA
ymknk” means “you may not’/“you cannot.” In the first case, the Arabiaterce is segmented
properly such that “IA ymknk” is put in correspondence to “you can’tiigh ultimately leads to
an intelligible translation. However, in the second case, the segmentatioesheece different as
“IA” and “ymknk” were put in distinct phrases. This in turn led to a differéranslation for each
word in the phrase and ultimately to the loss of the negation, which was semargissdigtial. The
complex interactions between various components of the final log-linearl tedde the surprising
outcome of making apparently non-systematic mistakes when presented with sipuitsr.
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| Asf| | IA ymknk

*k | | hnAk| | kpr| | HwAly || vanynH dwlAr || IAIsAEp| | AlwAHdp |

| i'm sorry| | you can’t| | there in” the cosll | about| | eighty| | doIIars| | fora | one o’clock|

(Reference: sorry you can't there is a cost the charge igyedyilars per hour)

| EvAIA| [ ymknk || Sgyl|| AlifAz || HeY | [tqiE| [ AITA}rp]

| excuse me |i | you| | turn| | until ” the planq | departei

(Reference: sorry you cannot turn the tv on until the plarstaken off)

Figure 4.1: Two baseline translations of Arabic sentences containingrttersggation. The phrase
“IA ymknk” (“you cannot”), where “IA’ is the negation, is mistakenly segmehia the second
example such that the negation is lost in the translated sentence.

A few possible approaches to addressing this problem are summarized belo

« One obvious solution is to improve the word alignments and phrase estimatiese irhturn
would reduce the number of incorrect segmentations.

« A confidence feature may be added for phrases to encouragefteanslations over less
frequent ones.

 Similar input phrases might be forced to be always segmented in the sam&hisgpproach
falls prey to the well-known problem that natural language has many ambgjtliaé make
proper segmentation possible only when context is taken into accountYetglike Mary”
vs. “You are like Mary”).

Our proposed approach is to inject one additional feature function intoghlenear model that
explicitly encouragesimilar outputs for similar inputs We can naturally add a semi-supervised
effect to this goal if we consider similar inputs not as measured betweemga@ntences and test
sentences, but also across different test sentences. Such a featitton may improve the transla-
tion quality: If the system issues good translations more often than badfoatsjng consistency
in translation would favor (by way of similarity with the majority) correct translasi@and would
avoid incorrect ones.

The converse risk is that an overall poor translation will be hurt evere tiopdropping minor-
ity correct translations in favor of incorrect translations that are similatheraranslations, also
incorrect. To some extent we are able to control this effect by adjustingethtve weights of
labeled-labeled and unlabeled-labeled connections. We assess impntsémte error rate by
comparing the improved system with a baseline system using the standard lBetho(tiscussed
in detail in 8§ 4.4.7). As far as the more subjective topic of fluency and eoleeris concerned, we
provide a few illustrative examples.
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It is worth noting that obtaining similar translations for similar inputs is to some eztezady
ensured by the training process, but only in an implicit form. Essentially,shenaption that similar
inputs lead to similar outputs is the basis of all statistical learning. Howeverjsbeste nature of
the signal and the interaction between models makes for sudden changgstitohoutput corre-
spondence. Also, as mentioned in § 4.4.1, most of today’s SMT systengetfa test sentence
as soon as it was translated, so by design they are not conceivedtoeaobnsistent translations
across the entire test input. An explicit constraining feature that uses siimddretween different
test sentences could improve the self-consistency of a translation andefiseith adaptation in
case the domains and styles of the training and test data are slightly different.

The plan is therefore to add a new feature function to the log-linear modestaite-of-the-art
phrase-based SMT. The new feature function is a regressed sabeérged in 8 4.1. This is possible
because readily fits the definition of a feature function (Eqg. 4.51) and also bedaisseorrelated
with a suitably-defined similarity measure between sentences. That scegedssed using graph-
based semi-supervised learning on a graph that uses sentence qaice (@us target) as vertices
and links them using similarity edges. Using the initial SMT system as a baseknevaluate the
performance obtained after adding our feature function into the regcoradule. The following
sections shape out the details of problem definition, choice of similarity funafimta and system,
experiments, and commented results.

4.4.5 Formulation of Structured Graph-Based Learning for Machine Jlation
We first define a few concepts aimed at formalizing the notion of a sentence.

Definition 4.4.1. Let X be a finite set. Astring over alphabek is a finite catenation of elements
from X. The concatenation of two stringsandt is denoted agt. Thelengthof a strings =
5152...5, is denoted ass| = n (for empty stringgs| = 0). The set of all strings oveX is denoted
asy*.

A sentence in a language is therefore a string consisting of a concateafgt@ments in the
vocabulary of that language. In general, instead of words, the adphaimay consist of larger
units (e.g. phrases), smaller units (e.g. syllables or letters), or evaredamits added through
preprocessing such as word stems, roots, or other features. Favenase the word as a basic unit
in 3. For the purpose of translation, we define the source vocabbilargnd a source sentenge
as a string oveEg, soX = ¥%. In symmetry with source vocabulary and sentences we define the
target vocabularyz and the set of target sentenceslas >7.

We construct our graph following Definition 5.5.1. Each test vertex sgms a sentengair
(consisting of source and target strings), and edge weights repthessombined (source and tar-
get) similarity scores discussed in the next section. The hypothesis g@rfaractiony is defined
simply as theN-best list obtained from the first-pass decoding. We add a few pardnatiens
to the graph construction process aimed at speeding up the training grdgen a training set
consisting of sentences, ..., x; that have the reference translations. . ., y., a test set with sen-
tencesxy 11, ..., Xt+u, @ Scoring functiors, and a hypothesis generator functipnconstruction of
the similarity graph proceeds as follows:

1. Foreach senteneg,i € {t+1,...,t +u} inthe testinputs, compute a 9&,in, Of similar
training sentences and an ordered set of similar test sent€pgedy applying a similarity
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functiono (discussed in the next section):

Piain, = (@ € (%1, %) |2 # i Ao({x,€)), (xi,€)) = 0) (4.54)
Ptest = (# € (xot1,- - xe)) [2 #xiAo((,€), (xi,€)) > 0)) (4.55)

wheree is the empty sentence. Using the empty sentence in the target position means that
similarity is to be applied to source sides only. Note that we never compute similarities
between two training samples becalisgin, andI'ies; are only defined for < i < t + u.

Only those sentences whose similarity score exceeds some thréshaddretained. The
sentence; itself is not made part of'es;. Different values o can be used for training

vs. test sentences; however, here we use the §doréboth sets.

2. For each test sentence-hypothesis fair, (x(x;));)) that has a non-emptyiain,, compute
the similarity with each pair(xy, yx)) V=i € T'yain,. Similarity is defined by the similarity
score

wik = o ( (i, (X(xi)) 1)) (k> y&)) (4.56)

If w;;x > 0, then connect the verticegx;, (x(x;));)) andv with an edge of weight; ;;,, and
connect the verticegx;, (x(x;));)) andv_ with an edge of weight — w; .

3. Similarly, for each two pairs of test sentences and their hypoth¢=egx(x;));)) and
((xx, (x(xx));)) » compute their similarity and use the similarity score as the edge weight

between vertices representin@;, (x(x;));)) and (xx, (x(xx)),) -
Wikt = o ( (i, (x(x0));)) » (=hs Ox(x8))10)) (4.57)

Figure 4.2 shows a sample similarity graph. The setup is similar to a maximum floveprob
with capacities proportional to edge weights, sourceand sinkv_. Indeed, after solving the max-
imum flow problem, the pressure at each edge is proportional to the sedgr&sction [1, § 10.6].
Alternatively, there is an analogy with an electric circuit havingconnected to a 1V potential,-
connected to the ground, and edge conductances given by their wérgtitat network, the vertex
potentials are equal to the regressed scoring function [1].

4.4.6 Decomposing the Similarity Function into Partial Functions

As defined in § 4.2, the similarity function accepts two pairs of inputs and outputs. However, the
graph construction method defined in § 4.4.5 passes in certain cases theseniptice to o in the
target sentence position. We need to define the semanticapbropriately such that it can handle
incomplete arguments.

One simple approach is to requireo be a mean of two partial functions, one operating on the
input side and the other on the output side:

o((zy), (2" y)) = m(fx(z,2)), fy(y,9)) (4.58)
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Figure 4.2: A similarity graph containing a source vertexwith label 1, a sink vertex_ with
label 0, and several intermediate vertices that may or may not be cond@etetty to a source. Edge
weights are not shown. Label propagation assigns real-valued ldbeiseavertex that regress the
harmonic function for the graph. A given vertex’s label depends oroitsections with the source
and sink, and also of its connections with other vertices. In order to beingdalty assigned a
score, each test vertex must have a path (direct or indirect) to at leasifdhe train vertices,
andv_.

where:
fx + X —10,1] (4.59)
fy + Y—10,1] (4.60)
m : [0,1] x [0,1] — [0, 1] (4.61)

Functionsfy and fyy compute partial similarities on the input and the output side respectively,

andm is a mean function (e.g. arithmetic, geometric, or harmonic) that combines thepacase
scores. This form is not appropriate for all structured learning prneblbecause it is unable to
capture dependencies between inputs and outputs. However, the Stémsye integrate with
has several other models that are concerned with proper input-outgimga Thus, we count
on the rest of the system to capture such dependencies and we chisosedisure on grounds
of simplicity, noting that other similarity kernels that could capture alignment inébion might
perform better here. This is an interesting venue for further research

Due to the fact that the input and output domains are topologically similart(par being
defined over different vocabularies), we choose to defires a mean of two identical functions



69

defined over strings of words from different vocabularies:

o((z,y), (2 y)) = mlosg(z,2), 05, (,)) (4.62)

In this application we choose to be the geometric mean. The geometric mean is better suited
for our notion of similarity than arithmetic mean because in order for the geonme&@n to be
relatively large poth source and target side sentences must be similar. In contrast, arithmetic mean
yields relatively large values for highly discrepant inputs. We confirmatigaometric mean yields
better bottom-line results than arithmetic mean on our experimental test bed.

Geometric mean is still possibly suboptimal because it assigns equal impottatheesource
and target sides. The two sides have an inherent asymmetry becausesonrite side the sentence
are always correct, whereas the target side comprises the test hsgmtheéhich are potentially
incorrect, and the reference translation, which, being performed bahuranslators, is subject
to considerable variability. The source side comparison is therefore rabable; on the other
hand, the target side comparison is also informative because it can distirgpod translations
from bad ones. Additional sources of information regarding the translétiech as alignment) may
be integrated in the definition of the mean function. This study does not etinese potential
directions.

The following sections focus on defining a similarity measaifeover sentences constructed
over some general vocabulayy it is assumed that they will be integrated into the composite sim-
ilarity function o as per Eq. 4.62. Choosing the similarity measure essentially determines the per-
formance of the scoring function The similarity measure is also the means by which domain
knowledge can be incorporated into the graph construction process. 8ymitay be defined at
the level of surface word strings, but may also include more linguistic infdomasuch as morpho-
logical features, part-of-speech tags, or syntactic structures.

This study compares two similarity measures, the& B score [180] and a score based on string
kernels. Whereas the former is a reasonable baseline choice becasse tihe same optimization
criterion for training and for evaluation, the latter yields better results intigeac

4.4.7 Using théBLEU Score as Sentence Similarity Measure

BLEU is one of the most popular automated methods for evaluating machine transladidg. dt

is based on the simple principle that the closer an candidate translation is teet t@nslation, the
better it is deemed to be by a human arbiter. In turn, extensive experimestsimawn that good
automated translations tend to share margrams with human-written reference translations for a
range of small values of. To compute the amount of shareejrams for a given value of, BLEU
uses a measure calletbdified precisionThe occurrences of each distincgram in the candidate
sentence are counted, but only up to the maximum number of occurreihtted n-gram among

all reference sentences. (This prevents an artificially good precisiocahdidates consisting of
repeated frequently-encountereegrams.) Then the precision is computed normally by dividing
the obtained count by the total number of distineggrams in the candidate sentence. The geometric
mean of all modified precisions is computed forc {1,2,3,4}. Finally, a brevity penalty BP
multiplies the result because modified precision favors short sentengesa(@ne-word sentence
that matches one of the words in the reference sentence has modifisiigorequal to 1).
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In detail, the B.EU score is given by the equation:
1 4

BLEU = BP - exp (4 leogpn> (4.63)
n—=

wherep,, are probabilities computed fargrams of length: as follows?

t+u
> )" min (Count, (ngram, MaxRefCount(ngram)
by = i=t ngramey; - (4.64)
> Y Count,(ngram
i=t ngramey;

The outer sum iterates over all sentences in the tesipsdts (computed globally). The inner
sum iterates:-grams in one candidate translation. The quantity Cdogtan) is the count of a
given n-gram within the candidate translatign, and the quantity MaxRefCoufihgram is the
maximum number of occurrences of thagram in any of the reference translations of sentence
(In general, a translation task may avail itself of several referencelations.) Again, thenin is
taken to avoid repeated correcigrams from imparting an artificially good quality to a translation.

The brevity penalty BP is computed as follows:

1 ifc>r
BP = . - 4.65
{e(lc) ifce<r ( )

t+u
wherec £ Z |yi| is the total length of the candidate translation, amglthe length of the reference

translationz. When there are multiple reference translations, severdioasi@xist as to how the
reference translation length is defined. The original definition takes tibeeree length closest to
the NIST definition [170] takes the shortest reference length; and atitbors take the average
length of all references. The data we used for experiments (8§ 4.5nhaere reference available.

In using BLEU in our application, we consider each sentence one document, so thewuter s
inoperative. Also, there is only one “reference” (the other sententeeisimilarity computation)
so MaxRefCount is the same as Count for that sentence. So for twoagylsntences and s’
defined over the same vocabulagpy,becomes:

>~ min(Count (ngrany, Count, (ngran)

,) __ ngranes

Pn(s,s (4.66)

> Count(ngram

ngrames

BLEU is not symmetric; in general, (s, s’) # p,(s’,s). For computing similarities between
train and test translations, we use the train translation as the reference @hpbsition). For

"We slightly depart from the original notations [180] so as to integrate that@ms within our notational system.
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computing similarity between two test hypotheses, we computuBn both directions and take
the average.

BLEU is arguably a relevant sentence similarity measure to considerdbteast as a baseline.
This is because BEU has been extensively used to measure the quality of translations andenas be
shown to correlate well with human judgment [180, 54]. In addition, theoperdnce of the end-to-
end SMT system is measured usinge®, so it is sensible to internally use the same performance
measure as the one used in evaluation.

However, B.EU has known disadvantages when applied to sentence-level similarity, agswell
in general. Even as early as its initial introduction,e® has been meant and shown to be a good
measure only at document level. The counts are accumulated over aticenile the document and
then BLEU is computed; computing IBzu for each sentence and then averaging the results would
yield a different score. This introduces noise in the similarity graph and is uélyneptimizing a
cost function that is not directly related to the final evaluation. Also, ptsstudies [38, 4, 47] have
pointed out further drawbacks oftBu. BLEU is not decomposable [47], meaning that a variation
in the score for one individual sentence’s translation is not alwaysctefl into a corresponding
variation of the overall translation score. Also,BJ allows too much variation across translations
of a given sentence, and a strict increase ire® is not always correlated with an increase in
perceived quality of translation.

4.4.8 String Kernels as Sentence Similarity Measure

Guidance for a better sentence similarity measure can be found by anadymiveyshortcomings
of the BLEU scoring method. One issue is rigidityzgrams fail to catclapproximate matches
that deliberately ignore extra words intercalated amongitiggam constituents. For example the
phrases “lorem ipsum dolor sit amet” and “lorem dolor feugiat elit ametéhaxcommon the sub-
sequence “lorem dolor amet,” albeit with gaps in both strings. To catchapmioximate matches,
we need a notion of similarity and substring matching that is more permissivegpeseghes based
onn-grams. For example, from aLBu scoring perspective, the phrases “red flower,” “red beautiful
flower,” and “red pretty flower” only have two unigrams and no bigramommon. However, it
is clear that the two sentences also have some longer-distance similaritg®ddicay both embed
the string “red flower,” albeit with a gap in the last two cases. Scoringchase:-grams fails to
measure such similarity, and gapped matches are a smoother similarity measaenbsentences
that adapts to the variability of natural language. Granted, sometimes a missirgpided word
may dramatically alter the meaning of the sentence, but there also are comblhyateany gapped
substrings in a given string, so as long as gapped string similarity is statistidghy™much more
often than “wrong,” it will properly tolerate and overcome the occasiown@y terms. A similarity
measure based on gappedjram is fine-grained as it is composed of many terms. In contrast, for
n € {1,2,3,4}, a sentence may have cumulatively only up to - |s| distinct n-grams? which
makes each mistaken match relatively more expensive. The downside isahatjthdimension-
ality of gapped similarity makes the function value vary wildly from very smalt (fmst strings)
to extremely large (for long strings that are almost equal). Normalizationysisd in § 4.3.1.1, is
an effective measure against such a large dynamics. It is possible thatggressive smoothing
schemes could add to the effectiveness of the measure.

2assuming padding with null symbols to the right.
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A good starting point in defining a better similarity measure is to empltiy distancemea-
sures [61, 141], which allow, with penalty, sentences to match in spite of milifteeences, gaps,
and extraneous words. Efficient data structures and algorithms awenkioo computing edit dis-
tances. Edit distances have a strongly local bias, in that they requiedyadigned strings and
only allow for local differences between them. In contrast, translatioasgdfen sentence may be
correct in spite of considerable local differences, caused e.g.d®ring. To overcome the rigidity
of the edit distance measure when used in a translation context, WatarthBeraita [226] intro-
duced a modified edit distance measure that integratet-ttie criteria [195], measure that was
subsequently used by Paul et al. [181] in defining a rescoring syste®MT. Other uses of edit
distance as a similarity measure have been explored in the NLP literaturel[i2284, 183] and
have involved a human translator in a semi-automated evaluation loop. Forleasf], a human
would edit (attempting a minimum of insertions, deletions, and replacements}@nataed trans-
lation until it had the same meaning as the reference translation (but, crun@liyecessarily the
same sentence structure); after that, the quality of the automated translasi@ssessed by using
the edit distance between the automated translation and the human-modifiéatitlans

String kernels (8 4.3.1.3) are a general and efficiently computable similaritguree¢ghat is
smoother than edit distance. To improve the matchwofgapped string kernel with thellBu score
used for evaluation, we define a weighted kernel obtained by averagang different kernels. The
BLEU score focuses not on one specifigram size, but instead computes a weighted average of
similarities for alln-gram sizes up to a limit. The intent is to capture similarity between sentences
with increased exigency. Experiments [180] have confirmed that similanityriggrams reflects
comprehensibility of the translation, whereagram similarity for higher values ot reflects flu-
ency (BLEU uses values of up to 4).

A similarity function based on gap-weighted kernels of a fixed lemgtould generalize sim-
ilarity as measured with Beu by allowing gaps in thex-grams, bubnly for one specifie:.-gram
length In order to truly generalize B=u scoring, we define similarity not as a gap-weighted simi-
larity of lengthn, but instead as a weighted sum of gap-weighted similarities for sizesmuprtois
way we finally obtain the kernel-based similarity definition, which we will use ineogperiments.

Definition 4.4.2 (Kernel-Based Similarity for Machine Translatiorfpiven a finite sek:, n € N*,
A€ (0,1], andW = (wr,...,wp) € R} with Zwi = 1, we define thenormalized gapped

=1
similarity of sequences oveér up to lengthn with penaltyA and weightdV as:

osmaw 8 X X —[0,1] (4.67)
n

oW (s, t) = Z w; - ki ga(s,t) (4.68)
=1

wherery ; » is the normalized-length gap-weighted string kernel over alphabBatith penalty\.

In our experiments we use = 4 because the evaluation methodLf®) uses up to 4-gram
similarity. The resulting similarity function is bounded by the inter\éall], is 1 only for identical
strings and 0 only for strings that do not share any word (assuming tightsevectorit’ has no
zero values). The functiomy. ,, » 1 Will be used on the source side and on the target side as partial
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similarities in the overall similarity function as described by Eq. 4.62. The guggdunction across
the source and target side is geometric mean.

Here are a few examples showing valuesosf, »w for n = 4, A = 0.5, andW =
(0.25,0.25,0.25,0.25)) :
s1 = life is like a box of chocolate
s9 =i would like a box of sweet chocolate
s3 = your chocolate is in a box
s4 =1 have chocolate
0'27717)\71/1/(81, 82) = 0.444696
szn)\’w(sl, 83) = 0.213679
o w(s2,81) = 0.134101
UZ,n,)\,W(SZ’); 84) = 0.0833421

As expected, similarity is strong when there are relatively many matches alitieijaps 61,
s9), but is more pronounced when the order of word is different{3), when gaps are longes
s4), or when strings only share few unigranss,(s4).

4.5 Experimental Setup

We evaluate our use of graph-based learning, with batewBand kernel similarity, against the
IWSLT 2007 Italian-to-English and Arabic-to-English travel tasks [887]1 The Italian-to-English
translation is a challenge task, where the training set consists of readss)tbut the development
and test data consist of spontaneous simulated dialogs between woutddleatyents and hypo-
thetical tourists seeking information, extracted from the SITAL corpug [#@is is a particularly
interesting task because it requires some adaptation capabilities of the mogldlrabic-to-English
translation challenge, known as the “classic vintage” BTEC task consigtavel expressions sim-
ilar to those found in tourist phrasebooks. For our experiments we dhestxt input (correct
transcription) condition only. The data set sizes are shown in Table 4.1.

Set # sent pairs #words # refs
IE train 26.5K 160K 1
IE dew 500 4308 1
IE dew, 496 4204 1
IE eval 724 6481 4
AE train 23K 160K 1
AE dey, 489 5392 7
AE dew 500 5981 7
AE eval 489 2893 6

Table 4.1: Data set sizes and reference translations count (IE = Italianglish, AE = Arabic-to-
English).

We divided the Italian-to-English development set into two subsets; cavtaining 500 sen-
tences, and devcontaining 496 sentences. We use d&v train the system parameters of the
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baseline system and as a training set for GBL. Then, dewsed to tune the GBL parameters.
In keeping with most of today’'s SMT systems, we used additional out-ofailo training corpora
in the form of the Italian-English Europarl corpus [124] and 5.5M wartlsewswire data (LDC
Arabic Newswire, Multiple-Translation Corpus and ISI automatically extchg@rallel data) for
the respective languages. The additional training data was used botle bpghkline system and
the GBL system.

The baseline system is created out of the components usually employed $ilitheesearch
community and yields results on a par with today’s state-of-the-art. Outilase a standard
phrase-based SMT system based on a log-linear model (8§ 4.4.3) withldvaifig feature functions:

* two phrase-based translation scores;

two lexical translation scores;

» word count and phrase count penalty;

distortion score;
 language model score.

We use the Moses confusion network-based decoder [128] with denéog limit of 4 for both
languages. The decoder generatdsest lists of up to 2000 non-unique hypotheses per sentence in
a first pass. In the second pass a trigram model based on parts dfi $pesed. The part of speech
sequences are in turn generated by a Maxent tagger [186]. Thealg@guodels are trained on the
English side using SRILM [209] and modified Kneser-Ney discountingHerfirst-pass models,
and Witten-Bell discounting for the POS models. Refer to [120] for mordldethout the machine
translation system.

4.6 Experiments and Results

We first investigated the effect of only including edges between labelkdr@abeled samples in the
graph on the ltalian-to-English system. This eliminates any semi-superviead & similarities
among test samples are not taken into consideration. The graph contaityingtabeled-to-labeled
edges is equivalent to using a weighted nearest neighbor rankemathes&dh hypothesis, computes
average similarity with its neighborhood of labeled points, and uses the rgsal@nage for rerank-
ing. The GBL-learned score is made part of the log-linear model, and tgedgh retrained for all
models.

Starting with the Italian-to-English task and thee&-based similarity metric, we ran parameter
optimization experiments that varied the similarity threshold and compared arithreegieametric
mean of source and target similarity scores. Geometric mean was consisédtghelperimentally.
As mentioned in § 4.4.6, our conjecture is that geometric mean is better suiteztfangosing the
similarity function because it better penalizes similarity between sentencesdimglaly discrepant
across languages (very similar in one language and very dissimilar in thi. dthiis experimental
stage we also choge= 0.7.
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Weighting dey eval
n/a (baseline) 22.3/53.3 29.6/45.5
(@ 23.4/51.5 30.7/44.1
(b) 23.5/51.6 30.6/44.3
(9) 23.2/51.8 30.0/44.6

Table 4.2: GBL results (%BU/PER) on the IE task for different weightings of labeled-labeled
vs. labeled-unlabeled graph edges €B-based similarity measure).

4.6.1 Experiments on ltalian-to-English Translation UsBigeu as Similarity Measure

After the initial stage, we performed our main experiments with three differetoips affecting the
strength of the semi-supervised effect, as shown below.

(a) no weighting:similarities are kept as they are;

(b) strongly favor supervisiontabeled-to-unlabeled edges were weighted 4 times stronger than
unlabeled-unlabeled ones;

(c) mildly favor supervision:labeled-to-unlabeled edges were weighted 2 times stronger than
unlabeled-unlabeled ones.

The weighting schemes lead to similar results. The best result obtainedofls} shgain of
1.2 BLEU points on the development set and 1.0=B points on the evaluation set, reflecting PER
gains of 2% and 1.2%, respectively.

4.6.2 Experiments on ltalian-to-English Translation Using the String Kernel

We next tested the string kernel based similarity measure. The parame&s wadte a gap penalty
A = 0.5, a maximum substring length &f = 4, and weights 0.0, 0.1, 0.2, 0.7, for unigrams,
bigrams, trigrams, and 4-grams respectively. These values werenchessstically and were not
tuned extensively. Results (Table 4.3) show improvements in both develtamerest set. The
absolute gains on the evaluation set are 2.6 Bpoints and 2.8% PER.

System dey eval

Baseline 22.3/53.3 29.6/45.5
GBL 24.3/51.0 32.2/42.7

Table 4.3: GBL results (%B=U/PER) on the Italian-to-English IWSLT 2007 task with similarity
measure based on a string kernel.
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The BTEC task has test data with different characteristics than the traiatagwhich means
that an adaptive machine learning system would be at an advantag&-izsgd learning is inher-
ently adaptive, so it is interesting to gauge to what extent adaptation cdattithe better perfor-
mance of the GBL system.

GBL being an inherently adaptive technique, a natural question to asketharthe improve-
ments brought by GBL still hold when a small amount of in-domain data is availdldesffect
adaptation in the baseline, we train the baseline system on the concatenatiendefelopment
and training set. This avails the phrase table of the phrases that are stjyistifarent from the
train set and close to the test set. We first optimized the log-linear model cdinhimseights on
the entire dey, , set (the concatenation of desnd dey in Table 4.1) before retraining the phrase
table using the combined train and gey data. The new baseline performance (shown in Table 4.4)
is, as expected, much better than before, due to the improved training dattheWadded GBL
to this system by keeping the model combination weights trained for the presystesm, using
the N-best lists generated by the new system, and using the combined trainydetas a train set
for selecting similar sentences. We used the GBL parameters that yieldedstheeformance in
the experiments described above. GBL again yields an improvement ofLE3 f@ints and 1.2%
absolute PER.

System BEU (%) PER

Baseline 37.9 38.4
GBL 39.2 37.2

Table 4.4: Effect (shown on the evaluation set) of GBL on the Italian-tgh&mtranslation system
trained with train+development data.

4.6.3 Experiments on Arabic-to-English Translation

For the Arabic-to-English task we used the threshold 0.5 and an identical setup for the rest of
the system. Results using Bu similarity are shown in Table 4.5. The best GBL system improved
results on the evaluation set yields by 1.2eB points, but only by 0.2% absolute in PER. Overall,
results were highly sensitive to parameter settings and choice of the teBbsetxample, testing
against dey, a surprisingly large improvement in of 2.1.BuU points was obtained.

Overall, sentence similarities were observed to be lower for this task. @serranay be the
already known difficulties in tokenizing Arabic text [99, 76]. The AraloeEnglish baseline system
includes statistical tokenization of the source side, which is itself errarepirothat it can split the
same word in different ways depending on the context. Since our similaritgureehas word-level
granularity, this dampens the similarity of sentences on the source side makiregas them fall
below the threshold. The string kernel does not yield sensible improvemnenthe B eu-based
similarity measure on this task. Two possible improvements would be to use sdigvemularity
on the source side (which would, however, impact adversely the sfitieel ®ystem), and/or use an
extended string kernel that can take morphological similarity into account.
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Method dey dey eval

Baseline 30.2/43.5 21.9/48.4 37.8/41.8
GBL (BLEU similarity) 30.3/42.5 24.6/48.1 39.0/41.6
GBL (kernel similarity) 30.6/42.9 24.0/48.2 38.9/37.8

Table 4.5: GBL results (%B=U/PER) on the Arabic-to-English IWSLT 2007 task with similarity
measure baseduUgu, ¢ = 0.5.

4.6.4 Translation Example

Below we give an actual example of a translation improvement, showing tmeessentence, the
1-best hypotheses of the baseline system and GBL system, respedtiechgferences, and the
translations of similar sentences in the graph neighborhood of the csmetaince.

Source
Baseline
GBL
References

Similar sentences

Source
Baseline
GBL
References

Similar sentences

Al+ mE*rp Aymknk{ItgAT Swrp InA

i'm sorry could picture for us

excuse me could you take a picture of the us
excuse me can you take a picture of us
excuse me could you take a photo of us
pardon would you mind taking a photo of us
pardon me could you take our picture
pardon me would you take a picture of us
excuse me could you take a picture of us
could you get two tickets for us

please take a picture for me

could you please take a picture of us

Al+ mE*rp Ayn Tryq Al+ xrwj

excuse me where the way to go out
excuse me where is the way to go out
excuse me where’s the way out
pardon me how do i get out of here
excuse me where'’s the exit

pardon me where is the exit

excuse me where’s the way out
excuse me where’s the way out
where is the music hall

where is the household appliances department
where is the fancy goods department
where’s the air france counter
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4.7 Related Work

There are several recent approaches of structured problems with@B work is the first attempt
at formalizing and applying GBL to SMT in particular.

Ueffing et al. [219] apply self-training—a different semi-superviseaneng method—to SMT,
with a focus on adaptation, obtaining improvements on French-to-Englis€laimeése-to-English
translation tasks. Altun et al. [7] apply transductive graph-basedaegation (a method akin to
label propagation that also works on a similarity graph) to large-marginifeaom structured data.
The graph regularizer leads to a more expressive cost function (vehichis more robust in the
presence of noisy training samples), but requires solving a quadratjcgon,with which scalability
quickly becomes an issue. String kernel representations have bedinuSMT in a supervised
framework [213]. Finally, our approach can be compared to a probé@bitigplementation of trans-
lation memories [156, 221, 132]. Translation memories are intended to helmhuanslators by
offering a database, a fuzzy query language, and an interactigsleonThe human translator can
consult the database for translations with a source sentence (or segm@la) to the sentence
(segment) to be translated. A semi-supervised aspect of translation meratams is that the op-
erator may also update the database with a new translation that is deemetl @@uaresystem not
only is entirely automated, but is able to propagate similarity (akin to a fuzzy matchramslation
memory) from other unknown sentences to the sentence of interest. Btaatyproposed a combi-
nation of a translation memory with statistical translation [152]; however, treat@mbination of
word-based and phrase-based translation predating the currasegbtased approach to SMT.
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Chapter 5
SCALABILITY

This chapter discusses how the proposed graph-based learnirgpelpgs can be applied to
large data sets, which are frequent in realistic NLP problems.

Scalability is a general term with several definitions; this chapter looseb/theeterm “scala-
bility” to refer to the ability of an algorithm to operate on large data sets (e.gteogorary HLT
corpora), as well as the ability of achieving results faster and/or operalarger data sets when
more computational resources are added. Scalability is affected bwbtaaors, the most impor-
tant being algorithmic complexity. Algorithms that requ'(fhgn’“) time and/or space (whereis
the size of the input) have difficulty scaling up fer> 1. Colloquially, an algorithm is considered
scalable if its time and space complexity &én logn) or better. Algorithms (and the structure
they impose over data) are the most important aspect of creating a scastel® sAlso, a dimen-
sion of algorithms that has become of high importance today is parallelizativen €falability is
concerned with improving the speed or capacity of a system in proportioe toothputational re-
sources available to it. An algorithm that can be decomposed in separaieputable tasks scales
better than one with a more serial data dependency pattern.

The statistical properties of data also affect scalability of a learning sys#anhine learning
algorithms often make fundamental assumptions about their input’s propditiegxtent to which
these assumptions are met affects the running time of the algorithm. For example&ral network
will take a longer time to train if data is noisy and not easily separable.

Last but not least, implementation and systems-level optimization aspects émebedagnored.
Often, changing a constant factor that is irrelevant with regard to coiitylaluences the time be-
havior of the algorithm considerably. Furthermore, on contemporatgmsgsfeaturing deep mem-
ory hierarchies, data set size often affects speed dramatically, sometimd@sgléo paradoxical
effects.

With regard in particular label propagation, the essential scalability issarebe summarized
as follows:

* In-core graph sizethe matrice®y, andPyy grow withu - t andu?® respectively;

* Graph building time: building Py, and Pyy entails computing the similarities(x;, x;),
ie{l,...,t}andj € {t +1,...,t +u}, plus the similaritiesr(x;,x;), i,j € {t +
1,...,t +u}, which, in a direct implementation, adds to a total count of similarity evalua-

(u—1)
2

. u
tionst-u+
sets.

» Hyperparameter tuning:Optimization of ancillary hyperparameters is a machine learning
problem in its own right. A poorly chosen hyperparameter can affectitjogithm adversely,
whereas an extensive hyperparameter tuning process adds to theutwialgrtime of the

. Such computation becomes prohibitive even for moderately-sized data
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algorithm. Tuning is particularly important in semi-supervised learning: Thetdef labeled
data typical to SSL setups also translates to low availability of cross-validadian(¢hich is
used for tuning model parameters).

In wake of the varied concerns raised by scalability, this chapter includeix of theoretical-
algorithmic and practical-implementation considerations. Scalability being acuttisg issue, we
believe that the best strategy is a holistic approach that systematically sekltbe problem at all
levels. Throughout this chapter, we will show how scalability is improved byfdHowing tactics:

» Improve algorithmic complexityl=or the graph building step, we exploit the structure of the
input (feature) space. The exact method depends on the properties sppace, for exam-
ple we use very different approaches in string space (Chapter glisyeontinuous space
(Chapter 3). For the label propagation step, we define an acceleespe€ergial convergence
algorithm and a parallel extension of it.

» Reduce the in-core data set siz&iven a set of training and test data, we are aiming at
reducing the size of the in-memory structures that support the labelgatpa algorithm.

» Use simple, scalable, principled hyperparameter tunirtdyperparameter tuning for the
Gaussian kernel used in conjunction with distance measures (8 2.1) isnmt¢paroblem
of its own, which affects the duration of graph construction. In this chiapéepropose a
simple and scalable tuning method inspired from maximum margin techniques.

Our approach to reducing computation and shrinkiggandPyy in size is to take advantage
of the structure of the input features to efficiently estimate the most similar itemen, Tve ap-
proximate the rest to zero. The result is a graph with fewer edges—aoxamation of the “real”
graph, but one that is of good quality because the most important edgksgr (In fact, in most
problems, the similarity measure is only an estimate of the real similarity between sasgpéim-
inating low-weight edges often helps reducing noise in the graph.) Giariith approximatey;,
andPyy have many slots equal to zero, we can store them as a sparse matricegjcilsolves the
size scalability issue too.

We start by proving a few properties of interest of the label propagatgorithm, after which
we will give an improved definition of the algorithm. The properties concegretiolution of inter-
mediate solutions (th&; matrix) during iteration towards convergence, and will allow us to devise
algorithms that converge faster. We will show that intermediate solutions m@wotonically when
starting from zero, and that improving an arbitrary elementimproves the global solution as
well (individual improvements are never in competition).

5.1 Monotonicity

How do elements of; evolve throughout Algorithm 1? Answering this question gives insight into
accelerating convergence, and also gives information about numédailitgtand early stopping. To
this end we provide the following theorem.
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Theorem 5.1.1.When starting wittt; = 0 in Algorithm 1, each element @f; increases monoton-
ically towards convergence.

Proof. By induction over the iteration step

Base: Fort = 1, £5°°' = Py Y. Sincefy ™ started at zero(fﬁtem)'_ > (fﬁtepo)” Vi €
ij ij
(1,...ubjef{l,....0}
Inductive step: At step+ 1
fgtept-&-l _ fEtept _ PUUfLSJtept 4 Py Y, — PUUff;tept_l Py YL (5.1)
— Py (€5 — 15 ) (5.2)

stept _ cstept— 1
U —lu

By the induction hypothesi<; has only positive elements, so all elements in the

product are also positive. O
Note that since "' = Py Yy, itis trivial to verify that
(Put)y < (85%°) <1 vie{l,...uhje{l,... .0 (5.3)
ij
wherefﬁte"’OO is fy after convergence. This suggests that for faster convergencedacoice for

the initial fy is in the middle of its possible range:

(5.4)

(fstepo) _ (PULYL)z’j + 1
v ij 2

We will use monotonicity to a greater effect in stochastic label propagatiorbi.8Also, mono-
tonicity has an important consequence with regard to numeric stability. Asegdpo convergence
through alternating values, monotonic convergence always finisheswdven computation is af-
fected by limited precision.

5.2 Stochastic Label Propagation

The order in which graph vertices are considered, i.e., the order sfimandY; do not matter for
convergence beyond node identity because none of the previouslyndgated theorems rely on
a specific order. Indeed, in the method of relaxations [68] (which isialseri-dimensional label
propagation iteration) nodes are spanneddmeorder, not a specific order. Intuitively, the order
could even be changed from one epoch to the next. In the following we @@owerful theorem
that states not only that nodes can be spanned in any order, but eaeiddam order, without regard
to possibly updating a node several times before updating all (or any)sotla& course, doing
this practically would be detrimental to performance, but this theorem has tamp@onsequences
with regard to unsynchronized parallel execution of label propagattowedl as accelerated serial
implementations.

First, let us introduce a new algorithm for label propagation. Insteagiofjumatrix algebra to
update all elements d@f; in one epoch, Algorithm 2 updates exactly one randomly-chosen element
atatime.
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Algorithm 2 : Stochastic Label Propagation

Input: Labels (y1,...,y:) € {1,...,£}*; similarity matrixw € RT™ > with
wij =wj; > 0Vi,je{l,...,t+u}; tolerancer > 0.
Output: Matrix £y € [0, 1]““ containing unnormalized probability distributions over labels.

1w —0Vie{l,...,t +u};

Pij — e — Vi JE{L.. t ) /I initialize P
D i
2 k=1
4 fU — 0,
5 repeat
6 i «+ random integer i1, ... ,u};
7 j < random integerifl,...,/};
u
(fu)ij — (PULYL)U + Z (Puv) ik (fu)rss

8 k=1

until  max Pyufu + PurYr)., — (fu)..| < 7

ety ( uuly UL L)” ( U)Z] =

9 je{l,-.-7€}

Algorithm 2 is of no practical use because it is very inefficient: it performly one update

and then a full test for the harmonic property frfor every iteration. Moreover, one update does
not guarantee progress because it is possible that the particular eldmeah did already satisfy

the harmonic conditiotify);; = (PuYL);; + Z (Pwu)ik(fu)x; before the update. The purpose of

k=1
Algorithm 2 is solely to demonstrate that element updates can be performetyiariyuorder. We
now prove a lemma that is needed for the proof of convergence.

Lemma 5.2.1. If w and Y allow a harmonic matrixt;°, then at the beginning of any iteration of
Algorithm 2,(fy),; < (£5°);; Vi € {1,...,u},j € {1,...,(}.

Proof. By induction on iteration steps.
Base: Matrixfy starts at zero. The first update sets the slottg;; to (PULYL)Z‘]'- Then(fy);; <
(£3°):; because® is the sum oPyyf§® andPy, Y., andPyyfy® has only nonnegative elements.
Inductive step: By the induction hypothesis, before the updéatg);; < (£5°)i; Vi €
{1,...,u},j € {1,...,¢}. Therefore

u

(PULYL)U + Z (Puu)ir (fu)ry < (PULYL)Z']' + (Puu)ik (£57) ks (5.5)
k=1 k=1

as weighted average with positive coefficient8gn But the right-hand side term is equal(tt}®);;,
so the new value is less than or equa(1§°);;, which concludes the proof. O
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Lemma 5.2.2. At the beginning of each iteration of Algorithm 2, the following condition is sadisfie
Vie{l,...,u},je{l,...,(}:

(fu)ij < (PULYL)Z'j + Z (Pyu)ik (fu)k; (5.6)
k=1

Proof. By induction on step.

Base: Before the first stepfy);; = 0 < (PULYL)U.

Inductive step: During th& + 1)th step, all elements are not updated (thus vacuously satisfying
monotonicity), except one, call fty);;. Taking the difference between the values before and after
stept + 1 yields:

(g5) — (857 = (Pt +Z Po)u (£5°7) —(8°) 67
ij ij kj 1)

pa
By the induction hypothesw(fStept“) - (fﬁtept> >0, O
v )

As a direct consequence of this lemma, elementg;dhcrease monotonically throughout iter-
ations of Algorithm 2. We have shown th&f has monotonically increasing elements and t{gs
as an upper bound, so by the monotone convergence theorem théseaexiatrixfy; = hm fy.

It is necessary to prove thaf = £3°, asfy may stop updating, leaving Algorithm 2 |terat||ag|
infinitum Therefore we provide the following theorem. It is different from thegbiof convergence
of classic label propagation [237] and from Theorem 2.3.2 by randomlyawvig one element of
the £y instead of the entiréy.

Theorem 5.2.3. If the random selection of and j in Algorithm 2 reaches every element in
{1,...,u} and {1,..., ¢} respectively with probability greater than a constant> 0, then Al-
gorithm 2 converges in the same conditions and to the same solution as Atgdrith

Proof. Givenp > 0, updating any given element iis a binomial stochastic process that updates
each element with probability approaching 1 for» oo. By the two previous lemmas, elements
in £y are monotonically increasing and bounded, so there eifsts lim £5°P' That matrixt};

satisfies(fy);; = (PuYr);; + Z Puo)ik(£77)k; Vi € {1,...,u},j € {1,...,¢}, which is easily

k=1
recognized as the element-wise form of the matrix relatipa= Py Y. + (Pyy)irfy - But there is
only one harmonic function satisfying the relation foandy, sof* = £*°. O]

5.3 Applications of Stochastic Label Propagation

Theorem 5.2.3 is very powerful because it offers an algorithm theléreto update the elements
of £y under absolutely any schedule, without any ordering restriction. Mereand most impor-
tantly, convergence may also be faster than in the classic iterative lalpelgation because a new
value (fy);; that is closer to the desired result is used immediately, as soon as it is compsited,
opposed to the epoch-oriented approach in which a whole set of updatesputed on the side
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in one iteration to be used in the next. (However, memory hierarchy effects migke such an
implementation potentially slower if the order in whi¢h is spannedis cache-unfriendly.) Most
interestingly, Theorem 5.2.3 allows updatesgfperformed by concurrent processes operating on
different row sections oP. The fact that convergence is unaffected by the order of updating im-
plies that the algorithm is tolerant to out-of-order memory updates and bextgs, as long as each
individual update of a floating-point number is atomic.

The following two subsections propose two applications of Theorem 5.2i8timducing two
distinct algorithms, one serial, one parallel.

5.3.1 In-Place Label Propagation

The idea behind in-place label propagation (Algorithm 3) is to do a classidxmatitiplication
(just as in the original iteration formula), but instead of computing a new m#ltfiom £, simply
reassign each element backftas soon as it is computed.

Algorithm 3: In-Place Label Propagation

Input: LabelsyY; similarity matrixw € R(j“)x(”“) with w;; = wj; > 0

Vi,j € {1,...,t + u}; tolerancer > 0.
Output: Matrix £y € [0, 1]“” containing unnormalized probability distributions over labels.
1wy —0Vie {1,...,t—l—u};

Pij < H‘fj Vi, je{l,...,t +u}; Il initialize P

§ Wik
2 k=1

3 (Yo)rowi < 0e(Yi) Vie {1,...,1};

4 £y« 0;
5 repeat
6  fy« fy;
7 forie (1,...,u) do
8 for j € (1,...,¢)) do
(fv)ij — D (Puw)ik(fo)rs + (PuYe);;

9 k=1
10 end
11 end

H / .
2 M T R iy (o)

Each epoch (i.e., a full pass through the outermegeat loop) first stores a copy ofy in £
and then spansg; one element at a time. Each innermost loop iteration updates one elentgnt in
Algorithm 3 is similar to Algorithm 1 (with the matrix operation made explicit element-wiséh
one crucial difference. In Algorithm 1, a new estimate fgrwas computean the sideto then
replacefy for the next epoch. Algorithm 3, in contrast, computes new values,fare computeéh
placeand available immediately for subsequent computations within the same epoexaktple,
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the better estimate fafy values at row 1 are used to compute values at row 2. By the end of the
epoch, updates in row benefit of cumulative updates in all other rows. In contrast, at the end of
an epoch of Algorithm 1 still are updated with values computed in the previmashe This makes
Algorithm 3 converge faster than Algorithm 1, while still correct becadsgheorem 5.2.3.

In-place updates put the termination condition under scrutiny. It wouléapimat computing
the maximum difference between elementspand£;; would be an insufficient condition because
it could terminate the algorithm too early due to a subtle effect. Updates commitlgdreane
epoch are available for immediate use; therefore, later rows benefittef pproximations than
earlier rows. Conversely, at the end of any epoch, it is possible thaeeks in the first row are at
a much larger error than elements in the last row. For example, consideh¢hapdate made to
some columre in the first row,(fy) 1. was deemed correct. But after that, in the worst caggg.,
(fu)3e, .-+, (fu)uc @lso got updated, each within the maximum tolerance as well. Each of these
updates takéfy); . further away from meeting the harmonic condition, however the algorithm may
be “fooled” into considerindfy);. correct and terminate early with a large error at that position.
The following theorem shows that with its termination condition, Algorithm 3 daespute the
correct solution within tolerance.

Theorem 5.3.1.Algorithm 3 terminates and computes the harmonic functfwithin tolerancer.

Proof. Termination results as a consequence of Theorem 5.2.3. The upddtasneelr by Algo-
rithm 3 converge to the harmonic function, and after sufficiently many stepslifferencety — £
drops below any constant value.

To prove correctness, we are interested in the statg after the last iteration, and particularly
the way each element is influenced by elements changed after it. (If theneonmafluence, theny
would satisfy the charge.) Each eleméfy);; is affected by changes (@) i41);, (fu)(i+2)js - -«
(fu)uj. All changes are positive by the monotonicity theorem. But there is oneutiffic-even
if (fv)i; — (fu);; is small indicating a small distance from the solution, that difference could be
increased by subsequent changes to the lower rows. We need to cahmpuleviation from the
harmonic condition. The harmonic value fa,);; at the end of the epoch is

u

hij = Z (Puu)ik(fu)ks + (PurYr),; (5.8)
k=1

The actual value computed f@fy),; during the epoch is
(f0)ij = > Po)a(f)es + O (Puu)ak(£0)ks + (PuLYL)y; (5.9)

k=1 k=i+1

form that clarifies that some updates were done with the old values copf§caind some updates
were done with already-updated values. To compute ho\£fgs; is from the harmonic condition
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at the end of the epoch, we take the differehge— (fy);;, obtaining

u

hij — (fu)ij = Z (Puw)ir(fu — £); (5.10)
k=i+1

fu — )i Puu); 5.11

S ey B0 =B 2, (Pl 5.11)

< fy — £4)k; 5.12

- kE{g*lla,}f.,u} (fu — fy)k) ( )

< fu — £0)kj 5.13

- ke?ll?}fu} ( v U)kj ( )

< max  max (fy— f{)k; (5.14)

{1000 ke(lmn)

The last form is exactly the termination condition, so when the algorithm stdpsements are
within 7 of the harmonic condition. O

The fact that only the maximum df; — £, is needed allows us to compute the solution without
storing£; at all, only the running maximum. This leads us to Algorithm 4, which does natnet|;
anymore. (AlscP can be easily computed as an in-place replacementwwetail we left out of
Algorithm 4.) Such an implementation is important in environments where extra mexhacgtion
is either not desirable or not possible. Also, on many contemporary asttiriés, a smaller working
set often translates in faster speeds for comparable computational lbss]. when we scale to
multiple processors in the next section, it will be a notable advantage thapeacessor does not
need extra private memory.

Our practical experiments use Algorithm 4 as the basis for implementation.

5.3.2 Multicore Label Propagation

The most interesting practical consequence of Theorem 5.2.3 is thaplalpelgation can be paral-
lelized easily and with low overhead on today’s processing architectures.

Classic label propagation can be easily parallelized to run on one poodes®ach of the/
labels. This is because computations of different columrfy iare independent from one another
(the optional row-normalization must only be done at the end of convegyefmhis, however, is not
true scalability; most application have a small fixeshd a large variable, so scaling up should be
performed by finding a way to divide work acrass

Theorem 5.2.3 and Algorithm 4 do allow scalability owerlf a system hag processors, each
processor computes in—pla}le rows of a shared matrixy. The crucial aspect that pertains to

scalability is that writes to elements 6f;, although they do engender race conditions (because
a value written by one process is read by all others), do not need tonohreyized at all per
Theorem 5.2.3 if we assume that each write is atomic. Also, each processts data written

by others and writes data never written by others, so there are no wetevafte conflicts that
could cause wasted computation. But an issue of wasted computation still édtstsugh newly
computed values are never lost (there is guaranteed overall prpgresgputation power is spent
on recomputing the same value, assuming there are no updates to a partitutar.c
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Algorithm 4 : Memory-Economic In-Place Label Propagation

Input: Labelsy; similarity matrixw € R with w,; = wy; > 0

Vi, j € {l,...,t + u},; tolerancer > 0.
Output: Matrix £y € [0, 1}““ containing unnormalized probability distributions over labels.
1w; —0Vie{l,...,t+u};
pij — el i, je{l,...,t +u}; /I initialize P

> ik
2 k=1

3 (Yo)rows < Oc(yi) Vie{1,...,t};
4 fy «— 0;

5 repeat

6 Tm = 0;

7 forie ((1,...,u)) do

8 for j € (1,...,¢) do

9 a « (fu)ij;

u
o (fu)ij < Z (Puu)ir(fu)k; + (PULYL)U;
k=1

11 Tm < Max(Tm, (fu)ij — a);
12 end
13 end

14 until 7 > 7, ;

With regard to atomicity of writes, on a 32-bit system, a parallel implementatiorssitégates
that each floating-point value is written and read atomically. A single-preci&BE 754 value is
written atomically, whereas on a 64-bit system, a double-precision IEEESRgdtten atomically.
(Most 32-bit systems allow atomic 64-bit writes through special procassbuctions.) A 32-bit
system that needs to perform 64-bit computations can combine Algorithm 4 Jgthrithm 1 to
perform computations on the side (in private memory). A rendez-vous anesh at the end of
each epoch synchronizes over all processors and commits batchegbshia bursts, thus factoring
interlocking costs over many writes. A different approach to 64-bit caatfmn on 32-bit machines
is to first run a parallel algorithm on 32-bit floating point numbers. Thaltes this algorithm can
be converted to 64-bit numbers and used as the initial values for thesasan of the algorithm.
Since the 32-bit result is a close approximation of the harmonic function,dtal part of the
algorithm will converge rapidly.

Ironically, although unsynchronized writes are beneficial, they alse this problem of ter-
mination detection: since all processes are independent, there is nanetiord and therefore no
chance to tell the processors when to stop. Therefore, a minimum amotmrafination must be
added to stop when the harmonic function has been computed within a givemtse Each epoch,
every process must check on a shared “continue” Boolean variabliafiiens the process whether
it should continue or terminate. A separate process runs independeratlyadhers, just check-
ing whetherfy satisfies the harmonic property within toleranceOnce that happens, the separate
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process sets the “continue” shared variable to false, and all threadismiaée. The monotonicity
theorem ensures that any extra work done &fgdras passed the harmonic test with toleranosl|
only improve the solution.

An important advantage of a parallel application of Algorithm 3 manifests itselfieaxed
memory model$ which, at the time of this writing, dominate the multiprocessor desktop comput-
ing market. In a relaxed memory model, updates to shared memory performed pyocessor may
not be seen by other processors in the same order as they are writtanpénant consequence of
Theorem 5.2.3 is that out-of-order reads and writes do not affegecgence. Also, on certain mul-
tiprocessor machines, special instructions must be issued at leastroapech to make sure data
is (&) committed to shared memory, and (b) re-loaded from shared memosrwidl, updates or
some of the updates may only be written to and/or read from local, progesgate cache memory.
If such instructions are only executed once per epoch, the overheaddd by synchronization is
negligible. Although this chapter does not aim at devising machine-spédgifigtams, we do want
to convey that Algorithm 3 is directly convertible into scalable parallel implememigtid label
propagation on a variety of processor architectures.

5.4 Reducing the Number of Labeled Nodes in the Graph

Existing work [65] reduces the number of nodes in the graph by usingpsesselection method,
at the expense of precision. The algorithm proposed below reducesithieer of labeled nodes
from t to £ without impacting in any way the precision of the classification. Concrete apiolis
usually have much fewer distinct labels (e.g., a handful up to a few thdusizan labeled samples
(thousands to billions), so the reduction—often on the scale of many atiesgnitude—is highly
beneficial. Itis always safe to assume that /; if that is not the case, then there exist out-of-sample
labels. Given that they are never hypothesized, the out-of-sample tabelse simply eliminated
during a preprocessing step.

The intuition behind the reduction process is that labeled nodes havingrtieelabel can be
“collapsed” together because their identity does not matter.

Lemma 5.4.1. Consider the matriceB € [0, 1] >+ andf e [0, 1]¢+%)* initialized for the
label propagation algorithm. Define the matriX(a, b) € [0, 1]~ Dx =D ‘wherel < ¢ <

b < t, obtained fronP by adding thez™™ column to they™ column, followed by the elimination of
thea™ row anda™ column:

P1,1 - Pl,a—1 Pl,a+1 .- P1,a+P1,b .. Pln
o Pa:.l,l ... Pa—1,a—1 Pa—1,a+1 -+ Pa—1,atPa—1,b - Pa—1,n

R<a’ b) " | Pa+1,1 - Patl,a—1 Patl,a+1 - Patl,atPat1,b - Patl,n (515)
P;;:l v Pn,a—1 Pn,a+1 - Pn,a"!‘Pn,b -« Pn,n

INot to be confused with the method of relaxations; the two terms are urdtelate
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Also define the matriy(a) obtained by eliminating the'" row of £:

f1n f1o P V)
g(a) = fa-11 fa-12 - fa-1e (5.16)
farr far2 o fare
_ft+u1 cee ft+uf_

If the rowsa andb of £ are identical, then using(a, b) andg(a) for the label propagation algorithm
yields the same label predictions for the unlabeled data (the battaws ofg(a), which we denote
asg(a)y) as the predictionsy obtained by using@ andf.

Proof. Consider the iterative stefd — Pf. The element}; is:

t+u t+u

fhj = Zpkifij = Prkafaj + Profe; + Z Prifij (5.17)
i=1 i=
' ig{ab)

But f,; = f;; by the hypothesis, therefore:

t+u
£1.; = (Pra + Peo)foj + > Prifij (5.18)

i=1
i¢{a,b}

It can be easily verified by inspection that:

, :

£, = {g,(“)’” Taed{l, ...k} Viefl,... . 0 (5.19)
g(a)p—r; fac{k+1,...;t+u}

whereg'(a) = R(a,b) - g(a). Given thata < t (by the hypothesis), it follows that’ and¢’(a)

contain the same values in their bottass 1 rows. (The top rows are clamped and do not participate

in the result.) So one step preserves the intermediate result.

By induction over the steps of the iteration, it follows that both iterations agevand after
convergenceR(a, b) andg(a) will yield identical label predictions a& andf. O]

This means that the graph for Zhu'’s label propagation can be redycedeblabeled sample
whenever there are two labeled samples having he same label. Applyingdinioa process
iteratively, we obtain the following theorem.

Theorem 5.4.2(Graph Reduction)Consider a graph with labeled points (accounting f@giabels)
andu unlabeled points, as constructed for the label propagation algorithm. If bitlled nodes for
each given label are collapsed together and the resulting parallel edgesrearly superposed
(reduced to one edge by summing their weights), then the resulting griiptf Yabeled nodes
yields the same label predictions for the unlabeled data as the original graph



90

Proof. The preconditions of Lemma 5.4.1 are respected as long as there aret avie¢abeled
nodes with the same label. This means we can apply one reduction step unfillabbled node
remain. During the reduction, by Lemma 5.4.1, the label propagation reselipseserved. O

After reduction has been effected, a reduced matix, < [0, 1]¢“*%*(“+%) and a reduced label
matrix gmin € [0, 1](““)”, an important reduction in size. The process of reduction requires only
O (t 4+ u(t +u — ¢)) additions and does not require additional memory. The required memory for
an exact implementation is reduced fr@((u + t)?) to O ((u + ¢£)?).

5.5 Graph Reduction for Structured Inputs and Outputs

We have shown in Theorem 5.4.2 that all training vertices carrying the sdlecian be collapsed
into one if the resulting parallel edges are summed. We apply that result taapk guilt for
learning with structured inputs and outputs introduced in Chapter 4, Defiditib8. In that graph,
all source vertices can be collapsed into one source vertex, and aVesitikes can be similarly
collapsed into one sink vertex. The resulting graph has only one sondcere sink, as per the
definition below, which is a refinement of Definition 4.2.2 where graph réglubas been implicitly
carried.

Definition 5.5.1 (Graph-Based Formulation of Structured Learning with Only Positive Trgin
Samples with Graph Reductionfonsider a structured learning problem defined by featiires
{(x1,...,%¢4u) C X, training labelsy = ((yi1,...,y¢)) € Y, similarity functiono : (X x
V) x (X x Y) — [0,1], and hypothesis generator functign: X — F()). A similarity graph
for the structured learning problem is an undirected weighted graph vetivadued vertex labels,
constructed as follows:

 add one distinguished vertex with label 1;
 add one distinguished vertex with label O;

« add one vertexv;; (with initial label 0) for each hypothesis(x(xi))j, j €
(1,...,card(x(x;)))) , of each test samplec (t + 1,...,t+u));

« for each vertex;;, define one edge linking it to, and one linking it ta_, with the respective
weights

Sl
<
+
|
M«

o ({(xi, (x(x:));) » (= 78)) (5.20)
1

ij — Wij+ (5.21)

&
<
\
|
bl
27

« for each pair of vertices;; andvy,, define an edge linking them with weight

wigkt = o ({(xi, (x(xi)) ) 5 (s (X(x8))10)) (5.22)
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By Theorem 5.4.2, this graph computes the same scores as the much lageirgDefini-
tion 4.2.2, a result that may seem counterintuitive. The ability to collapse togedine sentences
stems from all train sentences having the same score, therefore their idie@gyot matter: the
identity of similar training sentences is not relevant; what matters for the assigrof scores to
the test hypotheses is their global similarity with the training set, or, more phediseir average
similarity with their entire neighborhood of labeled points considered as a wAa@eaph could be
set up such that individual training sentences, or categories thareafjeaningful to the approach
(e.g. when confidence information is associated with each training sample).

5.6 Fast Graph Construction in Jensen-Shannon Space

We now turn our attention to computing distances in the real-valued multidimensipaeés dis-
cussed in Chapter 3. Recall that in many HLT applications, the inputs are afrategorical,
Boolean, and real-valued features. The data-driven constructimess with two passes presented
in 8§ 3.3 uses a first-pass classifier to convert the often heterogengmideatures to probability
distributions. The main merit of this setup is that it provides the graph-bdgedthm with features
that are amenable to good similarity definitions. Operating directly on the orig@tafogeneous
features using a generic distance measure such as Euclidean (Eq.Go3)re (Eqg. 3.5) is arguably
suboptimal. Our experiments in Chapter 3 have shown that, indeed, usimgistances with label
propagation yields inferior results in terms of accuracy when comparee twtpass system.

Let us recap how similarities are computed in our two-pass system. An afhapproach that
we also adopted is to define similarity as a Gaussian kernel over a distansereaeaX x X — R,
(recall § 3.2 and Eq. 3.2):

2
0o X xX—(0,1] oa(xs,x5) =exp [—d(x;’;j)} (5.23)

Computationally, this reformulates computing similarities into computing distances plus a
stant per-pair amount of work. Also, the equation reveals that the similari#gune is more fine-
grained for points close in space than for widely separated points; thoticfore " is rapidly
decreasing, for exampte, (x;, x;) ~ 1077 for d(x;, x;) = 4a.

Characterizing distances between probability distributions and the topolbgiedistances in-
duce over distributions is a topic that has recently received increasimgiattérom not only ma-
chine learning researchers, but also statisticians. Usually distancesgpadvgtributions are derived
from probabilitydivergencesTo clarify a terminological detail that may sometimes cause confusion
due to the different uses in literature:

« A divergenceis a relation (usually defined over probability distributions) that indicates to
what extent one sample “diverges” from another. Often, one of thples is considered the
reference. As such, divergence relations are not necessarily dyimfaemmutative).

« A metricis a relation with the classic metric properties, i.e. (a) it is positive, (b) it is aelp
for identical arguments, (c) it is symmetric, and (d) it satisfies the trianglaualiyg Refer
to § 3.4 on page 22 for formal definitions of these properties.
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A distanceis a relation that measures the dissimilarity of elements in a set. It must (only) be
positive and symmetric. Literature often uses the terms “distance” and “mettéarthange-
ably because distances of choice are often actually metrics, but sireetlyecon-metric
distances have received increasing attention [2], this work carefutipngisshes between the
two.

As described in detail in § 3.4, there exist several divergence meadefieed over probability
distributions, of which Jensen-Shannon divergence (which is a symegttaizd bounded Kullback-
Leibler divergence) was the one that was most successful in ouriees (8 3.6, § 3.7) and will
be the main focus of our examples. We repeat here the definitions of Kkilbebler divergence
(Eq. 3.14) and Jensen-Shannon divergence (Eg. 3.18) for ciemae:

l
dy(z,2') = Z z(;) log e (5.24)

Z[) + Z/[i] , Z[i] + Z/[i]
dkL | z, — )T dxL | z', — (5.25)

Jensen-Shannon divergence has been used in a variety of statistily@isiand machine learn-
ing tasks, such as testing the goodness-of-fit of point estimations [tEB8hnalysis of DNA se-
guences [22, 191, 23], and image edge detection [94].

We will loosely refer to the space formed by probability distributions usingdetshannon
divergence for measuring distances as “Jensen-Shannon spé&ark looking at finding the most
similar items according to the similarity in Eq. 5.23 that operates on top of the J&hsamon
divergencel;s. Given thato,, is monotonically decreasing, finding the most similar samples is the
same as finding the ones at the smaligstfrom one another.

5.6.1 Nearest Neighbor Searching

A brute-force approach to creating the unlabeled-to-unlabeled edggisiX Pyy introduced in
Chapter 2) would entail computing the similarities over the cross-produi¢et i, ..., xt1u) X

(u—1)
2

{(Xt41, - -+, Xe4u) , resulting in" evaluations of the similarity function. In addition, creat-

ing Py, entailsu - t similarity evaluations. For large valuesw{and/ort), exhaustive computation
of all similarities is infeasible. Therefore, it is common to only include khexlges with the largest
similarity values for each node in the graph, and to use fast methods fordititk i nearest neigh-

bors. Edges with low weights can be ignored because they encode dbakplity paths in the

random walk. This is an instance of the nearest-neighbors problem.

Searching for the nearest neighbors has many applications in a variptpldeéms, such as
information retrieval [194], storing and querying media databases [Z)3data mining [21], and
of course machine learning at large [101, 104].

For dimensionalityd < 2 the problem of scalable nearest neighbors has been solved: There
are known methods that complete a queryifilogn) with preprocessing takin@(d - n) space
andO(d - nlogn) time. In one-dimensional spaces the approach is the well-known binaighsea
on a sorted array, or constructing and using a search tree. In two-slisnahspaces the optimal
algorithms are using Voronoi diagrams [10].
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Voronoi introduced the eponymous diagram [10] in 1907-1908. AMoirdiagram is a decom-
position of a metric spac&/ containing points of a sef in convex disjoint cells. Each point in
s € S is associated with exactly one cell containing all pointd/incloser tos than to any other
point in S. Consequently, cell boundaries (situated on perpendicular biseqpergigines) are at
equal distance from two or more points $) and the disjoint union of all cells cover the entire
spaceM . Once a Voronoi diagram is built, finding the nearest neighbor of a gieant is a matter
of finding the cell to which the point belongs. Voronoi diagrams have lbessarched mostly in
two [34, 227] or three [80] dimensions; in higher-dimensional spdces3, storage requirements
@(ng) make the approach impractical.

In 1967 Cover and Hart formally defined nearest-neighbor decisierfou classification [55].
This insight, combined with an increased interest in the theory and practitactiine learning,
has prompted further research in the area, particularly in spaces wighnamber of dimensions.

For higher-dimensional spaces £ 2) there is no known solution that is generally satisfactory.
Kleinberg initiated the idea of providing theoretical bounds by putting restnistan the distance
measure [121]. Karger and Ruhl defined the all-important expansiemfa sample set [114].

Approaches to nearest neighbor algorithms fall in several categimidsling locality-sensitive
hashing [91], walk-based techniques (such as the approximating eliminsgergh algorithm
a.k.a. AESA [222, 160], Orchard’s algorithm [177], Shapiro’s ailgpon [199]), and a large hum-
ber of tree-based techniques. The latter algorithms organize data in drtreire and search
using a technique derived from the branch-and-bound genertgtralrhe goal is to organize the
space such that large portions of it do not need to be searched. Thepamsar of these are
kd-trees [19, 17, 18], metric trees [49], and Cover Trees [24].s&Hheee structures requit@(n)
storage space and practically require in-core presence of the entifadrdata set (for building the
node-based trees). The build and query complexity of trees incrgaiséynaith c e.g.O(c? logn)
andO(c'? log n) for cover trees.

Recent empirical comparisons against data obeying a variety of distribigimuyest that these
techniques generally yield little or negative improvement over kd-trees in&oddjuery time [117].
We therefore chose kd-trees as our nearest-neighbors methodicé ¢moplemented as an opti-
mized library in the D programming language), but we emphasize that angsteeighbor tech-
nique could be chosen for Jensen-Shannon space. In particwiam, thiat Jensen-Shannon diver-
gence is the square of a metric (the transmission metric [77, 37]), seatelaimgques that make
use of the triangle inequality (e.g. AESA, metric trees or cover trees) casdibas long as/@
is used for searching insteaddf. (The end result is not affected because the square root function
is monotonically increasing.) Our focus on kd-trees is motivated not only diy good empirical
performance and lasting success, but also by their direct applicabilithsedeshannon spaces, as
discussed below.

5.6.2 Using kd-trees in Jensen-Shannon Space

K-Dimensional Trees (kd-trees) have been proposed by Bentley [19)arelfirst analyzed theo-
retically by Friedman, Bentley, and Finkel [85, 18, 16]. In spite of thee,dgl-trees are a widely
used and investigated data structure for performing fast nearest-neggdrches. We will first de-
scribe kd-trees as originally proposed and as usually introduced in tregditel{166], after which
we will follow with considerations specific to using kd-trees with the JendeamBon divergence.
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A kd-tree built over a space embeddedifi is a binary tree that stores, at each nega finite
collection of pointsZ, = (zu1,...,2,z,)) € R%*I%| " Inner nodes also storecatting dimension
as a numbed, € {1,..., K}, acutting valuec, € R, and left and right children nodes which we
denote adeft(v) and right(v). (Slight variations in the exact information stored are possible, as
long as the fundamental information can be accessed efficiently.) There@invariants governing
a kd-tree:

1. If vis the root node, it covers the entire point set:

Z, =7 (5.26)
2. If v is a non-leaf node:
Zleft(zl) U Z'm'ght(z/) =2y (527)
Zleft(l/) N Zright(zz) =0 (5.28)
Z[dy] <cy Vz e Zleft(u) (529)
Z[d,,] Z Cy \V/Z € Zright(y) (530)

Note how samples with,,; = ¢, may fall in either the left or the right subtree. This simplifies
certain tree building algorithms and their associated data structures, assagiddén the next section.
Also, this ambiguity predicts that kd-trees have problems organizing highsfeckd point sets:
if many points have the same coordinate values, kd-tree structuring is unaddiel information
helping the search. (Restricting Eq. 5.29 or Eq. 5.30 to use strict inequalitidwot improve on
this issue for reasons that will be clarified in 8§ 5.6.2.2.)

Discrimination by comparison of dimensiap against value,, effectively introduces a cutting
hyperplane orthogonal to t@‘ Cartesian axis at point distanegfrom the origin. Points are placed
in the left or right sub-tree depending on the side of the hyperplane teayna (Points situated on
the hyperplane may be placed in either subtree, but never both.) If we ientgircomplete set
as bounded by the smallest hyperrectangle that includes alisgboints, a kd-tree organizes that
hyperrectangle into smaller disjoint hyperrectangles.

Save for observing the invariants in Eq. 5.26-5.30, kd-tree buildingiigs have discretion
regarding the strategy of choosing the cutting dimengjoand the cutting value,. We will discuss
some popular tree building strategies below.

5.6.2.1 Building kd-trees
Implicit kd-trees  The simplest building strategy is:
» Choosel, in a round robin fashion going down the tree: dse= 1+ depth(r) mod K for

each node, i.e. the root splits at dimension 1, the root’s children split at diore, and so
forth, resetting the counter whenever the depth reaches a multipie of

» Choose, to be the median of the projectionssf on dimensiond,. For example, itl, = 5,
c, is the median of value@,1) s} - - -, (Zy|2,|)}35)-
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Choosing the median as pivot always leads to a balanced tree of5iZ8) and depth
O(log |Z]) because each node has a roughly equal number of left and rightechilddowever,
balanced trees do not guarantee fast searching because, unlikearg tiges organizing one-
dimensional number sets, the tree does not guarantee that searclvags @loceed in only one
branch.

One advantage of the simplest strategy is that it can organize an arrapts m-place, without
requiring any additional storage. Such kd-trees in which the tree steuistimplied by the naviga-
tion algorithm are calle@mplicit kd-treesand are mainly used in three-dimensional modeling and
virtual reality applications [224, 73]. The implicit structure is that for anyegiarray, the root node
covers the entire array and the left and right children cover each ahefithe array. Applying
this rule recursively through the trivial array of size 1 induces the impliditrke. Algorithm 5
organizes an array into an implicit kd-tree.

Algorithm 5: IMPLICITKDTREE Organizes an array into an implicit kd-tree.

Input: Array Z = ((z1,...,2z|z)) € R¥*Zl; splitting dimensioni € {1,..., K} (initial
value arbitrary, e.g. 1).
Output: Z is organized as an implicit kd-tree.
1 if |Z] > 1 then

-]

2

3 partition(Z, s, d);

4 d—1+d mod K,

5 IMPLICITKDTREE(Z [1..5],d);

6 IMPLICITKDTREE(Z [s + 1..|Z]], d);
7 end

The algorithm avails itself of the procedupertition which is an array partitioning algorithm,
for example the classic “Median of Medians” algorithm by Blum et al. [30jclutruns in expected
O(|Z]) time. This bound leads to a toté@l(| Z| - log | Z|) expected run time foMPLICITKDTREE
(taking into account that the recursion depth is alwé}($og|Z|). The partitioning criterion is
ordering comparison of projections on dimensibn

Implicit kd-trees are attractive in organizing large data sets with featurasgeneously spread
across all dimensions. If heavy clustering across specific dimensiausspémplicit kd-trees are
not very helpful because they partition data in a manner that does nahekkata characteristics
into account. Partial parallelization of the construction process is possibéibe after partitioning
the two sub-arrays are entirely isolated from each other so there is ringshantention between
them.

Splitting Across the Largest-Spread Dimension An improvement to the strategy used by im-
plicit kd-trees is to not choose the cutting dimension in a round-robin fashigrinstead use the
dimension with the largest spread. This rule was proposed with the origiriaék definition. A
small amount of additional storage is needed in the form of an implicit tree (iray)aof split-
ting dimensions. The complexity of the building process remains the same. Tdistitubuilds
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a balanced tree, but the hyperrectangles that divide the space malitoariyr elongated. Such

elongated shapes are adverse to the searching process becausearstioase two points may be
deemed close (by virtue of being in the same box), yet may be arbitrarilydar éach other by

being situated at opposite ends of an elongated box.

Splitting Across the Midpoint A technique that always constructs hyperrectangles with small
aspect ratios is to split across the midpoint of the longest side. This appioavever, may result

in empty cells, i.e. hyperrectangles that contain no points at all. Therefere isino bound on the
depth of the tree or the number of nodes in it.

Hybrid Strategies Several strategies (including, but not limited to, the ones enumerated)above
may be mixed and matched. For example, the popular Approximate NearestoNe({@NN) li-

brary [8] defines construction strategies that e.g. attempt first to splisathe midpoint and then
move the midpoint such that no empty cells result. The best strategy to choesehisituation is,

of course, dependent on the nature of the data set at hand.

5.6.2.2 Searching a kd-tree

The search process—as described by Friedman, Bentley, and Fa8fkeHjrst descends the tree
recursively searching the point in the same (and smallest) bounding e @sery poing, € RE.

If the bounding boxes as created by the tree building algorithm are ralalysmall in volume and
aspect ratio, then a good approximation of the nearest neighbor hagyalreen found. Keeping that
point as a running candidase (with the corresponding candidate distane,, z.) = . € R;),

the algorithm climbs back the tree as it unwinds recursion. At each node dljrifiltiee intersection
between the hypersphere centereg.aif radiusr. and the other (as of yet unvisited) hyperrectangle
of that node is non-null, the other child of the current node is also sediiata similar manner. The
candidatez.. is replaced whenever a better candidate is found.

Two aspects are key to a good search performance. One is findinglacgndidate in the de-
scent phase with a small distange A good candidate eliminates the need for searching most or all
unvisited subtrees in the unwinding phase, and leads to completing the sekrghrithmic time.
This aspect is dependent on the statistics of the data, the position of thepmqirrrelative to the
point set, and the kd-tree build process. The other important aspeciusrenthat the intersec-
tion between the hypersphere centered.adf radiusr. and a hyperplane is cheaply computable.
Achieving this goal depends on the characteristics of the distance funsiezh

Algorithm 6 (KDSEARCH) shows a definition of the search algorithm. It uses two subrou-
tines that we will discuss in detail in short order. In brieh BNDSOVERLAPBALL (R, z, ) checks
whether the rectangl& and the hypersphere (ball) centereciwith radiusr have a non-null in-
tersection. Second, the functioroBNDSENCLOSEBALL (R, z,r) checks whether the hypersphere
centered ire with radiusr is containedentirelywithin the hyperrectangl®.? The latter function is
an optimization that is not present in some tutorial introductions to kd-tre€$, i@ was proposed
alongside with the algorithm proposed by Friedman, Bentley, and Finkgl T®5put Algorithm 6

2The subroutine was originally called #&L-WITHIN-BouNDS’ [85], but we chose “BUNDSENCLOSEBALL”
because it has the same natural parameter order@sNBSOVERLAPBALL .
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in relation with that algorithm, the original definition used an augmented langostyactiondone

to terminate recursion immediately; in contrast, Algorithm 6 adds a Boolean watuthe returned
tuple and checks it after each recursive call. This makes the algorithfirstid@ marginally more
complicated but also closer to a direct implementation.

Algorithm 6 : KDSEARCH. Searching a kd-tree for the nearest neighbor of a query point [85]
Input: kd-treeT’; bounding hyperrectanglg = oo; query pointz,; candidate distance. = oo; candidate point
z. = undefined
Output: Tuple of nearest point, smallest distance, and completion informaion r,, c)) .
1 if isLeafT") then
r «— mind(zq, z);

2 zeT
3 if r <r.then
4 (e re) — (2o, 7))
5 if BOUNDSENCLOSEBALL (R, zq, 1) then return ((z., r., true)) ;
6 end
7 else
8 if (Zq)[dT] < cr then
9 T« left(T);
10 T" — right(T);
11 R' « leftCut(R, dr, cr);
12 R’ — rightCut(R, dr, cT);
13 else
14 T — right(T);
15 T" — left(T);
16 R’ « rightCut(R, dr, c1);
17 R" « leftCut(R, dr, c1);
18 end
19 (=, 7%, c) « KDSEARCH(T', R',z4,7¢);
20 if cthen return ((z.., ., true)) ;
21 if r; < r. then
22 (ze,re)) — (ze,re);
23 end
24 if BOUNDSOVERLAPBALL (R, zg,7.) then
25 (ze,7.,c)) « KDSEARCH(T",R" z4,7c);
26 if cthenreturn (=, rl, true));
27 if rg < r. then
28 (ze,re)) — (2,
29 end
30 end
31 end

32 return ((z.,r., false) ;

Before discussing the subroutine® BNDSOVERLAPBALL and BOUNDSENCLOSEBALL, let
us note several refinements and improvements that can be effected iitxig6r These include:

» Using bucketsinstead of storing exactly one point in each Iéaf; 1 points can be stored,
thus making each leaf a bucket. Inside a bucket, brute-force searsbhds Bucketing may
save on tree allocation and navigation.
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» Using simplified distancedA simple observation is that instead of the distance function, any
monotonically-increasing function of the distance is allowed because it wil yiee same
nearest neighbors. This possibility can be used to reduce computatieedd.nFor exam-
ple, instead of computing Euclidean distance, the algorithm can operate@aredglistances
throughout; generalizing to Minkowski distances of orgethe algorithm can operate on
distances raised to the power

* Incremental distance calculatiomirya and Mount [9] have proposed an ingenious technique
to save computation when calculating the distance between the query pothednperrect-
anglesRk’ andR”. Using their technique makes the complexity ad BNDSOVERLAPBALL
constant, whereas the canonical implementation of the function akgs time. However,
their improvement only applies to Minkowski distances, so it is not of inteedensen-
Shannon divergence.

» Searching fork nearest neighborsThe algorithm can be readily adapted to find not only
the closest neighbor, but tikenearest neighbors. This can be easily done by manipulating a
priority list (e.g. binary heap) of tuples in lieu of the tugle., r.). Whenever Algorithm 6
compares a potential replacement against the current best candidatestibe changed to
compare against the top of the heap (the worst match of thekbmsatches). If the potential
replacement is better, it will replace the worst match in the heap. The comptexibe
function grows by a factor a®(log k), which is usually negligible.

5.6.2.3 Defining Core Routines. Distance Requirements

BOUNDSENCLOSEBALL and BouNDSOVERLAPBALL form the core of the algorithm and also
impose specific requirements on the distance measure. This section dsittesserequirements
and verifies thatl ;5 satisfies them.

An arbitrary distance function would lead to an arbitrarily complex definitioritie two prim-
itives, leading to failure of the entire approach. In their paper analyzihtgdes [85], Friedman,
Bentley, and Finkel remarked that the distance measure does not neec tmétric, but instead
must obey a different set of requirements, also discussed by Reis§1&33.

The entire kd-tree method relies on the assumption that the fundfiare’) grows mono-

tonously with|z(; — zm in any dimension. A simplifying step is to restrict analysis to distance
functions of the form:

K
d(Z,z/) =D <Z d; (zm,zl[z])> (531)
i=1

di : K2 > K (5.32)
D:K —R (5.33)
K, K CR (5.34)

Although imposing this form tal seems rather restrictive, most distance functions naturally

come in this form. For example, for Minkowski distances of orgedefined asL(z,z’) =
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z(j — 2

ba 1/p
(Z p) (also refer to § 3.2.1 and Eq. 3.3), we habér) = z'/? andd;(z,2') =

=1
\x - m’\p. However, the cosine distance function (§ 3.2.1, Eq. 3.5) notably ddd# tias mold.
(However, cosine distance being the square of a metric, other algoritlmsisumetric trees can be
used in conjunction with it.)

Given the form in Eq. 5.31, Friedman et al. [85] defined the following iet&ins the distance

function’s components in order to be usable with kd-trees:

1. All of d; are symmetric:

di(z,2") = d;i(2', x) (5.35)

2. The partial applicationg;|, ., : K — R, d;|/—s, (z) £ di(x, 2¢) have exactly one nonneg-
ative local minimum at: = x for all zg € K:

2o < <2’ = di(xo,v) < di(w0,2) (5.36)
zo >z > 2’ = di(xg,x) > di(x0,2) (5.37)

3. The distance between identical points is zero:
di(z,x) =0 VexekK (5.38)

(The original paper analyzing the distance requirements for kd-tre€siégman, Bentley,
and Finkel [85] does not mention the requirement in Eqg. 5.38. Howe\aryelguirement is
necessary, as clarified by the two theorems below. The omission might bageugnoticed
because virtually all distance measures between identical points haveczeponents in all
dimensions.)

4. The functionD is monotonically increasing:

r <2’ = D(z) < D(x) (5.39)

We now define BUNDSENCLOSEBALL and BOUNDSOVERLAPBALL to take advantage of
these restrictions. The following two algorithm definitions and their assoc@tedctness proofs
are similar to those introduced by Bentley et al. [85].

BOUNDSENCLOSEBALL The invocation BUNDSENCLOSEBALL (R,z,r) (Algorithm 7) re-
turnstrue if the hyperrectangle? engulfs completely and strictly (no tangent points) the hyper-
sphere centered at of radiusr, andfalse otherwise. The function carries the task by simply
evaluating in each dimension whether the extrema of the hypersphere teilleof the extrema
of the hyperrectangle. The hyperrectangle is represented as two gbmtsorner with the lowest
coordinates, denoted @™, and the corner with the highest coordinates, denote"#$. The
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Algorithm 7: The BOUNDSENCLOSEBALL subroutine returngue if and only if hyperrect-
angle R completely engulfs hypersphere centered af radiusr. The precondition is that
z € R.
Input: HyperrectangleR € RE*2, pointz € RX, radiusr € R,.
Output: Boolean indicating whether the hypersphere of radiaentered ire is completely
enclosed inside the hyperrectangle
1fori=1..Kdo

it D (d; (79, BF™) ) < r then

N

3 return false;

4 end

5 if D <dZ (Zm, ﬁax)) < rthen
6 return false;

7 end

8 end

9 return true ;

comparisons are non-strict, i.e. a hypersphere tangent to a face ofgbegdctangle is conserva-
tively assumed to not be enclosed. This is because there might be points tigg intersection that
belong to a different branch of the kd-tree.

Whenever it is computationally more advantageous to work with the inverse mfequalities

may be expressed and computed in term®of, for exampled; (z[,»], I[ﬁm) < D7L(r).

Theorem 5.6.1(Friedman et al. [85]) BOUNDSENCLOSEBALL is correct under the assumptions
in Egs. 5.31-5.39.

Proof. Assume that the function ®UNDSENCLOSEBALL returnstrue but there is still a poing*
inside of the hypersphere but outside the bounds:

K
D> d (Z[ﬂvZE‘i]> <D™ (r) (5.40)
=1

By definition of R, z* is outside of it if for at least one dimensig’nzfﬂ < Rﬁin or RE?]&X <
ZE’]' Given (by the precondition) thdﬁg.‘]in <z < RE?]aX, by Eq. 5.37, either (respective to
the two casesdj (Z[j], (Z*)m) > dj (Z[j], Rﬁin), or dj (z[j],za»]) > dj (Z[j], Rﬁax>. Given that
BOUNDSENCLOSEBALL returnstrue, d; (zw E}]in) > D7 Y(r) andd, (Z[J]’RE}]&X> > D1 (r).

Sod; (z;, (z*);;;) > D~ '(r), which impliesd (z,z*) > D~ (r) (as sum of nonnegative terms per
Eq. 5.38), contradicting the hypothesis.
Conversely, assumed®@NDSENCLOSEBALL returnsfalse Therefore there is at least one di-

mension; satisfyingd, (zm, Rﬁi“> < D7'(r). (The other case involving/’™ is similarly han-
dled.) Let us choose the poiat with the same coordinates asexcept in dimension where the
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coordinate i&{j] = Rﬁi“. That point is on the surface @ so it is not enclosed inside of it. The
distance between andz* has all terms equal to zero (Eg. 5.38) except in dimengjdeading to

the valued(z,z*) = D (dio (z[j], (z*)m)) < r. So the pointz* is in the ball but not enclosed in
the hyperrectangle. O

BOUNDSOVERLAPBALL The subroutine BUNDSOVERLAPBALL (Algorithm 8) is only slight-

ly more complicated than BUNDSENCLOSEBALL. It returnstrue if and only if there is some
non-empty intersection between the hyperrectafmnd the hypersphere centered aff radiusr.
(The original definition [85] returns the complement, irele if there is no intersection.) In spite
of the fact that the intersection itself may have a complicated shape, gettingsheyanswer is
simple. The point on the surface Bfclosest to the sphere is calculated. That point may be a corner,
an edge, or a face of the hyperrectangle. Regardless of the placeaemntoordinate of that point
is easy to compute on a by-case basis. Note that although the closest pompigted using simple
inequalities, the actual distance to it is computed using the accdrfabection. Comparing that
distance against the sphere’s radius yields the final result. This fumotikas the same assumptions
aboutd as BOUNDSENCLOSEBALL.

Algorithm 8: BOUNDSOVERLAPBALL returnstrue if and only if there exists a non-empty
intersection between the hyperrectangland the hypersphere centered af radiusr.

Input : Hyperrectangle? € R¥*2, pointz € RX, radiusr € R,.
Output: Boolean indicating whether the hypersphere of radiaentered irz intersects the
hyperrectangld?.
15+« 0;
2fori=1.. Kdo
s ifz;) < RfY™ then

4 S +— S+ di(Z[i], Rﬁjin);
5 else ifzj; > Rﬁax then

6 S <«— s+ di(Z[i], Rﬁax);
7 else

8 continue;

9 end

10 if s> D~!(r) then

11 return false;

12 end

13 end

14 return true ;

Theorem 5.6.2(Friedman et al. [85]) BOUNDSOVERLAPBALL is correct under the assumptions
in Egs. 5.31-5.39.

Proof. The proof relies on showing that the point implicitly chosen in the loop duringoneputa-
tion of s is the closest ta on the surface oR. If there was any closer point, it would have to have
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at least one of the component distances smaller than that chosen in theyaopriotonicity ofd;
in all dimensions). But BUNDSOVERLAPBALL already chooses the extremum of each coordinate
that is closest ta, so by Eq. 5.37 that choice also minimiz&sn each dimension. O

5.6.2.4 Adapting kd-tree Search to Jensen-Shannon Space

Interestingly, although kd-trees are almost always used with distahdesved from a norm (by
definingd(z,z") = ||z — 2’||), the restrictions in Egs. 5.35-5.39 do not requite be norm-based,
which is relieving because Jensen-Shannon divergence cannasibeexpressed as the norm of a
difference® The reader interested in the norm associated wijttis encouraged to peruse Topsge’s
work [217], which shows that a norm does existdigg but does not have an analytic form. For our
purposes, we only need to prove thig¢ is also suitable for use with kd-trees, for which reason we
will prove the following theorem.

Theorem 5.6.3.The functionf : [0,1] x [0,1] — R

/

2z
i ' log P (5.41)

f(z,2') = xlog

is symmetric and has a partial applicatigi,’—,, with exactly one local minimum in = x, equal
to zero.

Proof. Symmetry is immediate by renamingto 2’ and vice versa; we obtain the same function.
To find minima of the partial applicatiofi,»—,, let us take its first derivative:

2 r4+mz0 2(x+20) — 22 T+ xg 2xq
v ' ' o . 5.42
(Flar=ao)” = log T+ 2o T (z + 20)? " 200 (@t a0)? (542)
2x
=1 5.43
o (5.43)

The fraction is positive and monotonically increasing {in 1] and thereforé f |, —, )’

T+ xg
is also monotonically increasing. The point at whigh,/—,,)’ intersects the) = 0 axis is where

2 . . . S
Y 1o = xg. At that point the function reaches its only local extremum. It is trivial

T+ xg
to verify that the extremum is a minimum with valye, ., (zo) = 0, so the function is also
nonnegative, which concludes the proof. O

The connection between Theorem 5.6.3 and our goal is that the furfctescribed therein is
one term of the Jensen-Shannon divergence funetjonFor d;s, D is simply scaling the sum of

1 . .
the components bg: D(z) = g Theorem 5.6.3 proves that we can dse directly with kd-trees
and achieve correct results.

®However, this means we are foregoing some optimization opportunitiek,tha aforementioned incremental dis-
tance calculation [9].
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5.7 Scalable Hyperparameter Tuning for the Gaussian Kernel

The data-driven method discussed in Chapter 3 defines distances arightsof a first-pass clas-
sifier. The resulting feature space consists of probability distributions theedesired classes,
and probability divergence measures with well-understood statisticaégirep can thus be used
as distance measures. Our experiments use a neural network with sofitpax é¢rained on the
original MFCC features, as the first-pass classifier, and Jensem&malivergence as a distance
measure.

The distancel;s is converted to a similarity measure by using a Gaussian kernel of parameter-
ized width (Eqg. 2.1):

dys(x;,%;)?
Wij = exp {—JS(XZ’X])] (5.44)
o
The quality of the similarity hinges on finding a good value for the hyperpaeme Choosing
the optimala is an open research question; several heuristic methods have bekin psactice.
Zhu [238] optimizesx to yield a labeling of minimum entropy, subject to the constraint that the

labeling must respect the labels of the training set, and also discusseasstiteebased on the Min-
0

imum Spanning Tree (MST). The MST-based method entails choesirg d— whered’ is the
smallest distance between two labeled points bearing different labels. Tthigdnie extremely
sensitive to noise, as one or one pair of outlying samples is enough to icgltle@ choice oty
decisively. Optimizingy for minimum entropy is more robust, but carrying the optimization (by
e.g. gradient descent) for each utterance would add consideralbleeaddo the classification time.

Corpora with only low amounts of labeled data<€ u) make the issue of effective hyperparam-
eter training particularly difficult because there is little or no developmenttddtamne parameters
against. We propose an efficient and scalable method of calibratingt works offline (only uses
the training data) and is inspired by maximum margin techniques. As such, doodrenjoys the
usual properties of maximum-margin techniques such as robustness tandig@od separation
capabilities.

First, we compute the average intra-class distatdgg,] and inter-class distancéifer):

Z d(Xi7 Xj)

i,J: 1£5,Yi=Y;

D A 5.45

intra card{{i,j}g{l""’tp“#ja}’i:}fj} ( )
Z d(XZ', Xj)

dinter = i Laz (5.46)

card{{z’,j} e{l,...,t}2 { Vi #Yj}

where Ninra and Niner are the counts of the respective terms. ldeallya > dinter by a large
margin, otherwise the data has poor separability. In fact, compdpinganddiner gives a good
gauge of the quality of the feature selection and distance measure. Wehtiesee such that two

. d di L
samples distanced aiw have a similarity of 0.5:
(dintra + dinter)2

1
_—_ | = - =
exXp 4@2 5 «

_ dintra + dinter

Wiy (5.47)
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The intuition behind this choice is that, given that both distance and similarityrhage0, 1], two
samples placed at the most ambiguous distance should be midway in terms of simdaviy.

Computing the average distanekgr, anddinier would necessitat@(tz) distance computations,
one for each pair of training samples. A time-efficient approach we ehimopractice is to do a
random sampling: two samples andx; are randomly chosen from the training set, their distance
is computed and considered @fia, if y; = y;, or for dinter Otherwise. We used 2.5% of the data in
five successive trialsy varied by no more than 1% among trials. This is encouraging in scenarios
where ¢ > u).

Choosingx in this manner yielded much better performance in our tests than grid seareh an
method based on the Minimum Spanning Tree [238, § 7.3].

5.8 Speed Measurements for Unstructured Classification

We have measured the run time of the Vocal Joystick experiment enhaitbddivirees for nearest
neighbors estimation, graph reduction, and in-place label propagatioe.mbderate corpus size
allowed us to run, for comparison purposes, the brute-force naaggibors algorithm for graph
construction and also the classic iterative label propagation (AlgorithitWs were unable to con-
struct the full graph in memory so there is no comparison point for fulllyregrsus reduced graph
memory consumption; this is admittedly an obvious point that needs no experireeittance.)
We then measured the run time of the proposed approach using kd-tresescéderating nearest
neighbors search, and our in-place label propagation (Algorithm 1).

In both brute-force and kd-tree experiments, one graph was builtafch &st utterance (in
keeping with the approach to measuring accuracy). Therefore twestaaighbor searches must
be performed. First, the training set must be searched for each sampéedartent utterance (for
the labeled-unlabeled connections formiyg). Second, the samples in the current utterance must
be also cross-searched (for the labeled-unlabeled connections dopggin Again in both cases,
we observed the common practice of keeping the list of current neariggthor candidates in a
binary heap [52] in order to not let the size of the list add to the complexitg.rithmber of nearest
neighbors retained was= 10.

In the brute-force experiments, we computed the nearest neighborebhy $iearch against both
sets. In the kd-tree experiments, we first built one kd-tree for the ergirgrig set. The tree was
then reused across all test utterances. Then, for each test utieveruoglt a separate kd-tree. This
second tree is needed to compute the unlabeled-to-unlabeled connections.

The same systems-level optimizations have been applied to both implementatiernsystém
accuracy has been the same in both cases, although the individualb=dé teve been slightly
different on occasion due to different order in which floating pointrappens have been carried.

We conducted five timing experiments, one at a time, on the same machine anded anger-
age and standard deviation in each case. The computer used was aMAMIREBIne with 2 GHz
clock speed and 8 GB RAM. All data was stored on a local disk. The restuiten in Table 5.1
reveal two facts. First, kd-trees bring over two orders of magnitude ivepnent (12%) in terms
of speed. Second, the classification time is dominated by graph constrattimuygh our proposed
in-place label propagation is significantly faster than the state-of-thaltarnative, there is little
improvement in total runtime.

The in-place label propagation was faster because it converged tlasteclassic iterative la-
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Step Run time (seconds)

Graph construction (brute force nearest neighbor3}703.07 + 414.56
Graph construction (kd-trees) 193.77+  0.57

Label propagation iterative per [238] 6.45+ 1.72
Label propagation in-place proposed in § 5.3.1 259+ 041

Table 5.1: Run time for brute force graph construction and original latsglagation vs. kd-trees
and in-place label propagation. Graph construction is improved by twereaf magnitude. Con-
vergence speed is also largely improved, but has a relatively small adidrikio the overall run
time.

bel propagation. Over the 49 graphs constructed for the dev seticci@sative label propaga-
tion [238] took on average 21.45 steps to converge. The proposddda-abel propagation took
on average 8.86 steps to converge. The complexity of each approaahdartte. The absolute
improvements in runtime depend on the density of the graphs.

5.9 Fast Graph Construction in String Spaces

Chapter 4 discusses graph-based learning using string kernels.s ldetauss scalability consid-
erations when string kernels are used as a similarity measure. The cogibestion involved in
creating the graph is computing the similarities((x;, y;)) , ((xj,y;)) ) for all pairs of pairs (sic)
(xi,yi))» (x4,y4) inthe test set. Recall that for structured learning with string kernels wa use
hypothesis-based approach that relies on an external generateate several hypotheses for each
unlabeled sample, so the semi-supervised (sub)system needs to eegeesisg function for pairs
{(xi,v4) . On the source side], the total number of kernel computations is (after eliminating all
unnecessary computationsx;, x;) and taking the symmetmy(x;, x;) = x(x;,x;) into account):

u(u—1)
2
This scales poorly withu so we need to improve on that, particularly when we consider that

each kernel evaluation také¥|x;| - |x;|) time (in a dynamic programming implementation). Fur-

thermore, on the target side)( the total number of kernel evaluations in dvedgreedy approach

is

Cx =u-t (548)

(Z card y(xi)> [(Z card y(x,-)> - 1]
i=1 i=1

2

Cy = (5.49)

u
because there is one kernel evaluation for each pair of hypothesktheae arez card )(x;) total
=1
hypotheses.
In the following we will focus on the general problem of computing all similaribesveen two
sets of strings.
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5.9.1 Inverted Index

Given that kernel evaluations against pairs of strings is relativelyresiye, there is a strong motiva-
tion for finding fast, inexpensive approximations of the real value. Tlaisrtigue is akin to finding
the nearest neighbors when constructing the graph: instead of ogesatanvery connected graph,
we approximate it by only keeping the strongest edges. A good approximtitne string ker-
nel would eliminate highly dissimilar string pairs, which form the bulk, and keeprbst similar
strings. Ideally the approximation method would have good recall suchahagnificantly similar
pairs are lost. The precision influences speed because a low pre@sies fnany unneeded or
low-yield kernel evaluations.

One widely known data structure for approximating string similarities is knowmasrted
index The inverted index (also called inverted file by Knuth [123, Vol. 3, § 6r5pastings file)
is a data structure dating to way before the beginnings of automated compBtiog.indexes are
some of the earliest examples of systematic creation and use of invertedsndexerted indexes
have been a mainstay in computing and have seen a revived interest wittvém af data mining,
information extraction, and Internet-scale search engines.

An inverted index [25] is a general structure applicable to generic stfiistying” as defined
in 8 4.4.5, Definition 4.4.1). We formally define an inverted index below.

Definition 5.9.1. Given a collection of string$ = ((s1,...,s,)) over an alphabet, aninverted
indexis an associative arralythat associates each element X to the set

I(w) = {Si € S|3j S {L R |$i|}7w = ($Z>[j]} (5.50)

that mapsw to the subset of strings in whiah occurs. An elemenk(w) of I is called arninverted
list.

In our application to Machine Translation and similar structured problemsing siris a sen-
tence and the collectiod' is a document (e.g. a training set). If a balanced tree is used as an
intermediate data structure, building an inverted index involves scartisgquentially and ap-
pending for each sentengga sentence identifier (e.g. the sentence nunijlderthe node of the tree
corresponding to each word #. That mean®(|s;| log ¥) time for sentence;. The total time for

constructing an inverted index fof is therefore©® ((Z |s|> log E) , which is satisfactory even

ses
using a straightforward algorithm. Sorting the obtained string list for each w8auseful and adds

o ((E \s\) log <ma§< s\)) time. Finding all potentially similar sentences given the inverted

EIS
SES

index is, however, a nontrivial algorithm, for which reason we discussdetail. (However, we

don’t consider it original to this work as similar and more involved technigueso be found in the
literature [241].)

5.9.1.1 Normalization by String Length

If the number of words in common is used as approximation for string similarity, It training
strings would be at an unfair advantage: long strings contain many wamdsherefore they will
appear similar to many short strings. We have already met a similar problemdidwissing string
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kernels (8 4.3.1.1) where it was revealed that normalization is needed io abtziased kernels.
Therefore we define an approximated similarity for strings by normalizing &géometric mean
of the number of words in the strings, as follows.

Definition 5.9.2. Given two non-empty strings andt and denoting witiV (s) £ {w € ¥ |3i €
{1,...,|s|},w = s;} andW(t) £ {w € ©|F € {1,...,t|},w = t;} the sets of (distinct)
elements ins and respectively, we define the normalized bag-of-words similaritysaindt as:

_ card(W(s) N W (t))
V/card(W(s)) - card(W (t))

ob(s, 1) (5.51)

Similarity o, is bounded withirj0, 1] and can be considered an approximation of all normalized
string kernels discussed in § 4.3.1.3. This is because those kernels i@ynomon words and also
on the relative ordering of wordsy does measure word commonality, but ignores their ordering.
As such g, may return higher similarities than the actual kernels, but also lower similaritiesibe
it does not account for repeated words.

The plan is to devise a fast approximate method for finding the most similar switig$igh
likelihood with a relatively small computational effort. After this step, the pekirnel computes
the actual similarities starting from the trimmed candidate list.

5.9.1.2 Algorithm for Approximating Most Similar Strings using an Inverteexnd

Given some string and an inverted index, our aim is to quickly find the strings that contain the
most words in common witk. This will not yield a precise ranking of the most similar strings
according to the kernel because it only focuses on 1-grams and igmordsorder and hence all
higher-ordem-grams. However, it does provide a reasonable approximation to ang keinel.
Algorithm 9 shows how the most similar strings can be efficiently found in a nierimeerted index.

The algorithm first selects a subgetof the index corresponding to the words contained in the
string, ignoring all the rest (section starting at line 2). This step t&k@gs|) time and is where
most computational savings will occur, assumijrgis small relative tgX|. After this step,C is
systematically and exclusively used for counting the number of common strings

The algorithm makes use of two binary heaps [123, Vol. 3, § 5.2]. TheHeap,Hg, is a
min-heap of pairs((m, k)) containing string IDs and the number of common words they share
with the query strings. The binary min-heap is ordered by projection of its pairs on the second
member g, the occurrence count; the string ID is irrelevant to ordering). Tleeekearching the
heap for the strindeast similarto s is done inO(1) time. Inserting a new string in the heap takes
O(log |HR|) = O(log n) time.

The second binary min-heaf,-, is a less usual construct. It organizes arrays of inverted lists,
and as such care must be exercised when reading Algorithm 9 so ascionfisse elements of this
heap with elements of each inverted list stored in the heap. For exampl&,-) is the top of the
heap (consisting of one entire list of string IDs), wher(ataq;)(Hc))[l] is the leftmost string ID in
the list at the top of the heap. The unusual element is the ordering indydée beap: two heap
elements (i.e., two inverted lista)andb found in H are ordered by the relation:

frontOrder(a, b) £ ajy < by (5.52)
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Algorithm 9: Finding the strings sharing most words with a given string in an invertecinde
Input: String s without repeated words; inverted indéxeach!/ (w) is a sorted array of numeric string
identifiers;n, the limit for the most similar strings.
Output: The topn strings containing the most words in common with

/= Create the searched subset of 1 */
2 C 0
3 forw € sdo
4 if I(w) #@thenC «— C I(w)
5 end

/= Search (' transversally maintaining the result heap */
6 Hpr <— makeEmptyHe&p;

7 Hc < makeFrontHeaf();
8 while |[H¢| > 0do
[+ Select minimum m and its count k off index's head */
9  m«(top(Ho)),;
10 k — 0;
11 repeat
12 k—Ek+1,
13 top(He) < (top(He)) .. jtop 0 )
14 if [top(Hc)| = 0then
16 pop(Ho);
17 else
19 percolateDowH ¢ );
20 end
21 until [Ho| =0V (top(Hc )y # m;
23 if lengt(Hr) < n then
24 pust(Hx, (m, k) );
25 else iftop(HRr).k < k then
27 replaceTopHr, (m, k) );
28 end
29 if |[Hc| < top(Hg).k V top(Hr).k = |s| then
30 break while;
31 end

32 end
33 return Hg;

In other words H orders inverted lists by the ID of the first string. Given that the inverted lists
are sorted in ascending order by string H; introduces ordering by thglobally smallest string ID
present in the index. This means thé¢ offers O(1) access to the lowest string ID in the entire
setC. As items are removed from the heap (abfijl heap maintenance preserves this property
in only O(log |H¢|) time. That is not the cumulated length of all lists, but instead the relatively
small number of inverted lists|H| is initially equal to|s| (the length of the sought string) and
decreases as elements are removed fféyn Also note that swapping elements Hy does not
entail swapping entire inverted lists, but instead swapping indirect poitadree lists. As such,
swapping two elements di- is O(1) and therefore operations dii- obey the usual complexity
bounds.

The outemwhile loop counts, in each pass, the total number of words sharea@bgt the indexed
string with the globally smallest ID found i@i. The approach is to repeatedly eliminate the first ID
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Primitive Complexity Comments

makeFrontHeafC') O(|C) Organizes elements (i as a heap using Eq. 5.52 as the order-
ing relation. No additional storage is hecessérys organized
in situ by swapping its elements in-place. Empty list€fiare
not put in the heap.

|H]| O(1) Number of elements in heaf.

top(H) O(1) Returns the element at the top of hep (Usually that ele-
ment is stored at the first position in the array underlying the
heap.)

pop(H) O(log |H|) Removes the top of heafi while preserving the heap prop-
erty.

percolateDowH) O(log|H|) Assuming the top of the heap has mutated, re-establishes
the heap property by swapping that element appropriately.
Ronngren and Ayani [192] argue that the practical average in-
sertion time iSO(1).

replaceTopH, e) O(log|H|) Replaces the top of the heap withand then re-establishes
the heap property. Technically not a primitive: evaluates
replaceTofH ) < e followed bypercolateDow(H ).

Table 5.2: Heap primitives used by Algorithm 9. General texts on algorithrdsdata struc-
tures [123, 52] cover implementation of heap primitives in detail.

in the top string in heap{. After each such operation, the inverted list might have become empty
(in which case it is removed off the list, line 16) or it still contains elements, in lvbise the heap
property must be preserved (line 19). The count of successfuktiaion operations (i.e., passes
through therepeat loop) is exactly the number of (distinct) words that query stirand stringm

have in common.

Lines 23 through 27 perform the insertion in the result heap. In a mammemon to topr
algorithms, insertion is done with “saturation:” we are only interested in thexzto@atches so if
|Hr| = n and a match was found better than the worst match seen so far, we jusertaaworst
match with the found one. Recall thAtg is a min-heap of which top is the string having feevest
words in common withs.

Complexity Analysis The innermostepeatloop makes one step for each training string that has
at least one word in common with the test string. Due to the heap managemerstefhéakes
log |H¢| time. In turn,| Hc| decreases as elements are consume#f pffbut in the worst case it is
no greater thafs|. So each pass through trepeatloop takedog |s| time.

Adding (or replacing) one element i takesO(n) time, but is only done on average once
everyk steps, wheré is the average number of words thahas with a string irC. In the worst
case, we have many train strings each sharing only one wordsWitfo in the worst case at each

“Due to the wayC was created, any string in it has at least one word in commonswith
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pass through the outer loop we are takidfog(n - |s|)) time.
The outer loop ceases whéhhas been exhausted entirely, which totals as many steps as accu-
mulated occurrences ifl of words ins:

T=0 <log(n Js)Y coun(w)) (5.53)

wes

where thecountfunction is the number of occurrences of wasdn the inverted index.

This is the worst case complexity. The worst case situation occurs whdnti@ening string
has exactly one word in common with the test string, and whierontains a large fraction of the
corpus, i.es is a long string containing many distinct words. In practice this seldom happen
at any rate any skewing would affect theg(n - |s|) factor, which is small to begin with.

Scalability Considerations Algorithm 9 is scalable to large systems because in addition to its
good theoretical complexity it also enjoys a number of properties relegaptdictical implementa-
tions. The inverted lists are scanned strictly sequentially and only theimtusiesment needs to be

in memory in order to be organized in heAp:. The inverted index is therefore friendly to external
storage. Cache locality is not very good, however, because the listpameed in lockstep, there-
fore along searched sentence could fill the cache lines such that memastyitty will occur. In the
worst case, the sentence IDs are distributed evenly across the ink&itpd more cache-favorable
case is to have long running sequences of IDs that belong to a minority of lists

NLP-Specific Complexity Considerations In NLP applications, usually the sought string is a
sentence and the inverted index maps words (or word tags) to sentemt®Esiments in which the
word (or tag) occurs. The larger factor is the occurrence counteob#tarched string’s elements
in the training set. If the distribution of vocabulary elements in the corpus agpeoximately
uniform, the count would be proportional ftg and to the number of strings in the corpus. However,
words in natural language sentences are Zipf-distributed [240, 43),(the frequency of a word
is roughly double the frequency of the next less-frequent wordg. distribution is skewed towards
the extremes, i.e. the most few frequent words decay slower and thé&éspsint word frequencies
decay faster [137]. If we assume that the Zipf distribution applies to ind@lidtrings as well,
then longer test sentences have an exponentially decreasing overlapaivithg strings because
they contain less and less frequent distinct words. So we can practioaljder thatz counfw)

wes

depends on the size of the training data but not on the length of

Following the Zipf law, the inverted index itself is very jagged (the number ahelgs in the
inverted lists drops exponentially). The most frequent word is “the,utrirng in 6.2%-7% of all
sentences [137, List 1.2]. The frequency decays to under 1% bygh#neanked word (“is”). This
means that after stop word elimination, Algorithm 9 can perform approximate simis@arches
based on an inverted index by only accessing less that 1% of the trainisgnéences.

5.9.1.3 Loss of Inverted Index Compared to the Gapped String Kernel

In using an inverted index for approximating the most similar sentences éwherdesired exact
similarity would be computed by a gapped string kernel), there are two soafagaccuracy:
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» Word Repetitionin the inverted index, at least as implemented herein, repeated ocasrenc
of the same word within a sentence are not recorded; the index only telthevhe word
occurs in a sentence at least once. Stop words appear repeatedhtences more often
than meaningful words, so stop word elimination should limit this source of néisether
useful technique for reducing the effect of word repetition is to useeser segmentation by
breaking compound and complex sentences into simple sentences.

» Word Order: The inverted index does not retain an important source of information—the
order of words in the original sentence. For example, the sentencek Smmart not hard”
and “work hard not smart” are put in the same equivalence class by tee@hindex.

If the inverted index is used as a pre-filter to limit computation of the expefeiree| to only
the topn estimated similar sentences and ignoring all others, the filtering effected layvtréed
index may lose some of the most similar sentences (according to the real sigeptEncompute
kernel) and introduces others, not as similar, sentences in the lish- We want to estimate the
loss introduced, which we will do in two ways:

1. By counts: For each test sentencg, determine the top: similar sentenced/; =
{us,, - .., u4,) by using the actual similarity measure we are interested in, and the top
similar sentence®; = ((u;,,...,u; ) by using the inverted index. Then the loss is com-

puted as the average relative disagreement of the two sets:

- card(U; N U})
; [1  card(U;)
Le(n) == (5.54)

u

as a value ino, 1].

2. By accumulated similarity:Another approach to loss measurement takes into account the
fact that even the sentences mistakenly considered in {@gcording to the inverted index)
are not uniformly undesirable because some may be in fact close in similagitpake that
distinction, we compare the accumulated similarity of the tomatches as guessed by the
inverted index, with the accumulated similarity of the true topnatches according to the
string kernel:

n
. > o(ug i)
=1

= Z op(uij, %;)
La(n) = = (5.55)

u

Again, the loss is if0, 1]; in the case of a perfect match, there is no loss as the top approx-
imate similarities are the same as the true similarities so the fraction in the enumerator is
always 1. This measure is more informative thanbecause it directly reflects the loss of
good connections in the graph that is ultimately built using these most similar seaten
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One simple technique that can be used to reduce the loss when using aedrindex is to
over-allocatethe inverted index results, i.e., having the inverted index method select thg top
estimates, i.e. more than the tapestimated similar sentences. After that step, the precise method
inspects those estimates and retains the true tsimilar samples found. For example, the inverted
index select the top 100 most similar sentences, and then the precise similastyrenisacomputed
for those and only the top 10 are retained. The speed of the appragretiids to a controlled degree,
but the gain in precision may be justified. We want to measure to what extenab@cation helps.

We have measured the loss of using an inverted index to find the most similenses out of
the Europarl [124] training data for each sentence in the IWSLT 202®][development set. The
original set was passed through a statistical chunker to split sentet@asialler chunks, resulting
in a total of 3902 chunks. We built an inverted index built from Europdrésning data. After
sentence chunking, the train set size was 1,478,564 chunks (whichnweosider sentences for
practical purposes and we will call them as such). The size of the utarghis 72,480 words. The
lengths of the sentences varied between 1 and 40 words, with an alemgtjeof 12.6 words.

The reference used was the gapped string kernel in § 4.3.1.3 with penalty).5. Because
computing the actual top similarities for the entire corpus would have beeibfiiatly expensive,
we approximated the loss on 5 uniform random subsamples of the develogghearach totaling 100
samples (about 2.56% of the test set size), and then took the averagfaadard deviation.

The first experiment computetl.(n) andLs(n) for various values of.. Table 5.3 displays the
results.

n  CountlossC.(n) (%) Similarity lossCs(n) (%)

10 66.46:3.01 13.13%2.39
20 65.68:3.23 12.78&2.51
30 65.84:3.97 12.84-2.75
40 65.9G:3.31 12.7%2.67
50 65.72:2.42 12.68:2.46

Table 5.3: Loss in the inverted index depending on the cutoff for most singifdesces. The frac-
tional number<.(n) (Eqg. 5.54) and’s(n) (Eq. 5.55) are multiplied by 100 to obtain percentages.

The count loss is high for the entire measured range of valugs Oh average, there was less
than 35% agreement between thenost similar sentences as predicted by the inverted index and
the reference string kernel. However, the similarity loss was relatively ilacating that even
when the inverted index did not find the most similar sentences, it did findregen the same
neighborhood.

The second experiment measured the effect of over-allocation. We:kepl0 and variedn,,
between 20 and 1280, in geometric progression. Table 5.4 displays this.res

The count los<,. and especially the similarity los3; are seeing a dramatic improvement with
growth ofn,. Note that values o, that are relatively large comparedriaare not degrading speed
significantly. This is because, compares against = 1,478, 564, the size of the training corpus.
Even atn, = 1280, less than one thousandth of kernel evaluations are performed catrtpate
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n, CountlossC.(n) (%) Similarity lossCs(n) (%)

20 58.04:2.96 7.45£1.37
40 49.00@:3.10 4.62£0.80
80 40.54:2.53 2.86£0.46
160 31.88:1.93 1.84:0.30
320 26.1@1.57 1.240.22
640 19.5&:1.31 0.75:0.25
1280 14.221.73 0.420.18

Table 5.4: Dependency of loss on over-allocation. Outpo$amples selected by using the inverted
index, the topr = 10 have been retained using the string kernel.

brute force method.

5.9.2 Fast Cross-Product String Kernel Computation

In our application of graph-based learning for Statistical Machine Tatios (Chapter 4), even
after counting in the benefits of the pre-filtering done by the inverted incmxputing the simi-
larities between two hypothesis sets remains a time-consuming step. Recabéforition 5.5.1
(last construction step) that once two hypothesis sets have been dexlakedimilar on the source
language side, all cross-product similarities between sentences in thetsvawsst be computed on
the target language side. The maximum size of a hypothesis set can balledntsut that means
the search spac®(X) is truncated, which negatively impacts rescoring. Contemporary Statisti-
cal Machine Translation systems use hypothesis sets on the ortlé}, s computing similarities
across two hypothesis sets entdit§ kernel evaluations. We set out to improve on that number.
One key observation is that hypotheses in any given set are remadkiatlgr with one another,
often differing only by one word or by the order of words.

We formulate the problem as follows: given two sets of strifgs= {s1,...,s|g} and
T = {t1,...,tp}, compute all kernel values(s;,t;) Vi € {1,...,[S|},j € {L,...,|T[}. We
are ultimately interested in the normalized kernel valiés, ;) (§ 4.3.1.1), but computing the
normalization factors:(s;, s;) andx(t;, ;) is a linearO(|S| + |T'|) process that can be made part
of preprocessing. The bulk of kernel computations is computing kewmdaks for the Cartesian
productS x T'. The kernel function of interest may be thdength gap-weighted string kernel or
the all-lengths gap-weighted string kernel, both described in § 4.3.1.3. Wetavilivgth the latter
as it is easier to discuss and implement; the former follows a similar pattern.

Yin et al. [230] proposed a dynamic programming algorithm to compute the gtHergap-
weighted string kernel for two stringsandt in time O(|s| - |t|). We are interested in discussing the
actual procedure, so Algorithm 10 (next page) shows it as originatipgsed.

The algorithm maintains two bi-dimensional matricB®S, DPV ¢ R'j'xlt‘ and computes
their elements at indice3, j) from elements at smaller indices, in a classic dynamic programming
manner. Before introducing an algorithm for computing kernels over multiglegs, let us notice
one fact of interest: The valuBPS(i,j) is computed in the inner loop and used immediately;
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Algorithm 10: All-lengths gap-weighted kernel as proposed by Yin et al. [230]
Input: Stringss, ¢; gap penalty\ € R.
Output: All-lengths gap-weighted similarit’ € R
DPS(1:|s|,1:t|) = 0;
DPV(0,0:|t|) =0;
DPV(1:]s],0) =0;
K =0;
fori=1:|s|do
for j =1:|t|do
if s;, = tj then
DPS(i,j) «— 1+ DPV(i—1,j—1);
K «— K + DPS(1,j);
end
DPV (i,5) « DPS(i,§)+ADPV (i,j—1)+ADPV (i—1,5) = A*DPV (i—1,j—1);
end
end
return K;

© 00 N O 0 b~ W N P
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past values oD PS are never used. We could eliminal®$ entirely, but let us only modify the
algorithm slightly to store a more useful matixPSS defined as

J
DPSS(i,§) £ " DPS(i, k) (5.56)
k=1

So DPSS stores partial sums of columnsinPS. Algorithm 11 (next page) shows the modified
algorithm definition. We replaced the mattixPS with one transitory valué& PS'ij, and introduced
the DPSS matrix.

In the modified algorithm, the update &f has been hoisted out of the inner loop to the outer
loop. This modification does not have optimization consequences, as tlddopaloes the same
amount of work by updating th&PSS matrix. The more important effect obtained is that now
the matrix DPSS enjoys a useful property (along witRPV). If strings s, s’ share a prefix of
lengthl, and strings, ¢’ share a prefix of length, then let us denote the matrices resulting after
the kernel values have been computed (fart) and (s',¢') respectively agDPV, DPSS) and
(DPV', DPSS'). Then

DPV(0:15,0:1;) = DPV'(0:15,0: 1) (5.57)
DPSS(1:1s,1:1;) = DPSS’ (1 : 15,1 : 1) (5.58)

In other words, the matrices share a rectangular region in the top-lekcorhe width of the
rectangular region depends on the length of the shared prefix betwgén whereas its height
depends on the length of the shared prefix betweesi). So one simple idea to accelerate compu-
tation of all similarities between two sets of strin§s= {s1,...,s\s} andT = {t1,..., 7} isto



115

Algorithm 11: Modified all-lengths gap-weighted kernel
Input: Stringss, t; gap penalty\ € R, .
Output: All-lengths gap-weighted similaritfk’ € R,

1 DPSS(1:|s],1:[t]) =0;

2 DPV(0,0:|t]) =0;

3 DPV(1:]s],0) =0;

4 K =0

5 fori=1:|s|do

for j =1:|t| do

o

7 if s;, = tj then

8 DPSij «— 1+ DPV(i—1,5—1);

9 DPSS(i,j) <« DPSS(i,j) + DPSij;
10 else

11 DPSij — 0;

12 end

13 DPV (i,j) < DPSij + A\DPV (i,j — 1)+ ADPV (i —1,7) = X>DPV (i — 1,j — 1);
14 end

15 K — K + DPSS(i, [t]);

16 end

17 return K;

exploit this property by making the matricéSS and DPV persistent (i.e., outlasting one kernel
evaluation) and then ordering the Cartesian productl” such that consecutive string pairs share as
long a prefix as possible. Then, for each kernel computation, onlycdreof the matriceD PV
and DPSS must be evaluated.

We could attempt to build structure over the Sek T directly. However, that set has a large
cardinality so it would be preferable to avoid operating on it directly (in allliied, handling
S x T would exhibit the high complexity that we wanted to avoid in the first place)ttaba&pproach
is to induce structure ove§¥ andT separately. To do so, let us make an observation derived from
Eq. 5.57: for a given string, two stringss ands’ sharing a prefix of length, will share the first,
rows of DPSS and DPV . To compute similarities betweenands’ on the left hand side, andon
the right-hand side, we do not need to compute full matrices for eachlkemgutation; the first,
rows only need be computed once.

To benefit of such savings, we arrange the string$'im a trie [123, Vol. 3, § 6.3: Digital
Searching, pp. 492] and we distribute the rows of the matrigésS and DPV along the nodes
of the trie. A trie (also known as retrieval tree or prefix tree) providesrapgact representation
of strings with shared prefixes, which is exactly what is needed. Fongbea given the sentences

setS:
Mary has a praline

Mary has a candy bar
Mary has chocolate
the corresponding word-level trie is shown is shown in Fig. 5.9.2 (neyg)pa
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Mary

@  @oda

Figure 5.1: Three sentences organized in a trie. The shared prefxesliapsed together.

Consider that we organize the entire Sein a trie. Key to the proposed algorithm is that we
distribute the rows ofDPSS and DPV along the nodes of the trie: a node at depth the trie
stores the™ row of DPSS and DPV. This is correct because those rows would have the same
value anyway due to the shared prefix. What we effectively obtainecc@pact way to store
many DPSS and DPV matrices, one for each string i

Consider now the séf containing only the sentence:

Mary has a little lamb

To compute similarities of that sentence watlh three sentences ifl, we perform any root-first
traversal of the trie (either depth-first or breadth-first). At eachense compute the entird row
of DPSS and DPV by using the already-computed row in the parent node. The savings come
from the fact that rows for common prefixesShonly need to be computed once. Instead of filling

S| S|
|t] Z |s;| rows, onlyN - |t| rows need to be filled, wher®y < Z |s;| is the number of nodes in

thé trlie (except for the root node). Algorithm 12 (next page) Zcolmpute'smilarities of a sentence
against a set of sentences. We use the notatioto denote “property associated with entity,”
as is the case with many of today’s programming languages. Also, we avsdlees of high-level
primitives with obvious implementation, such &gidTrie andpreOrder.
Algorithm 12 still has a large inefficiency: it exploits common prefixes on thelahd side, but
not on the right-hand side. Consider the right-hand sidé’set
Mary has a little lamb
Mary has a tiny lamb
For each of the two strings i, and for each node in the trie constructed fron$, the vec-
torsr.DPSS andr.DPV are filled from scratch, even though their first three columns are identical.
We would like to also avoid repeated computation on the right-hand side. lthappear that orga-
nizing 7" in a trie would yield similar benefits to those obtained $orbut a simpler method that is
just as efficient is to simply sofff in lexicographic order. Lexicographical sorting is a well-studied
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Algorithm 12: All-lengths gapped kernel of a string against a set of strings
Input: String setS = {s1, ..., s|g}; stringt; gap penalty € R,..
Output: All-lengths gap-weighted similarities” € R‘f'

1 root = buildTrie(S);

2 root.DPSS(1 : |t]) = 0;

3 root.DPV (0 : |t|) = 0;

4 for r € preOrder(root) do

r.DPSS(1: |t|) = 0;

&)

6 r.DPV(0)=0;

7 for j =1:|t|do

8 if r.key = t; then

9 DPSij < 1+ r.parent. DPV (j — 1);

10 r.DPSS(i,j) < r.DPSS(i, j) + DPSij;
11 else

12 DPSij « 0;

13 end

14 r.DPV (i,j) <

DPSij + X(r.DPV (j — 1) 4 r.parent. DPV (5)) — N*r.parent. DPV (j — 1);
15 end
16 r.K « r.parent. K +r.DPSS(i, |t]);
17 end
18 return CollectK FromLeaves(root);

problem with efficient algorithms. Incidentally, a good lexicographicalisgmethod relies on a
trie [123, Vol. 3, Ch. 5]. After sorting, consecutive stringsiirwill always have the longest pos-
sible common prefix. If we then use information about the common prefix ofuhrertt and last
string inT', we can only compute a fraction of the columns inthBPSS andr. DPV at each pass
through the trie. Algorithm ®NTRIE 13 (page 118) realizes this idea.

A few details about Algorithm 13 are worth noting. Instead of yielding a matix< Rf'xm,
the algorithm writes the results sequentially to a tape. This is to emphasize thattphe is in-
cremental and there is no need to hold the entire output in memory, which is antampdetail
because otherwise the memory consumption of the algorithm would be caididbigher. Dis-
counting the tape, the actual memory requirements of the algoritliAs- max |t|), whereN is

the number of nodes in the trie. (The trie’s management overhead amount®tstant factor.)
Had the algorithm used an output matrix, that would have taken addit®(4l - |7'|) space unless
additional measures are taken to make the matrix sparse. Using a tape iaraatjfies that no
additional memory is needed beyond the trie.

5.9.3 Collecting Results

For graph construction we are interested in the strongest edges, i.erges laormalized similar-
ities. To efficiently collect the highest kernel values, we use a classiévtappy algorithm that



118

Algorithm 13: DYNTRIE: All-lengths gapped kernel of a set of strings against a set of strings
Input: String setS = {s1,...,s|g/}; string setl’ = {t1,...,t7}; gap penaltyA € R ; output taper.
Output: All-lengths gap-weighted similaritie&” € Rf'X‘T‘ are written to tape-.

1 root = buildTrie(S);

2 root.DPSS(1: |t|) = 0;

3 100t. DPV (0 : |t|) = 0;

4 eV — :

5 for t € LexicographicalSort(T) do

6 I « CommonPrefizLength(t”,t);

7 PV — ¢t

8 for r € preOrder(root) do

9 if I > 0then

10 r.DPSS(1+1:|t|]) = r.DPSS(l);

11 else

12 r.DPSS(1: |t]) =

13 r.DPV(0) = 0;

14 end

15 for j=14+1:[t|do

16 if r.key = t; then

17 DPSij «— 1+ r.parent. DPV (j — 1);
18 r.DPSS(i,j) < r.DPSS(i,j) + DPSij;
19 else

20 DPSij — 0:

21 end

22 r.DPV (i,§) «+ DPSij + X(r.DPV (j — 1) + r.parent. DPV (5)) — A*r.parent. DPV (j — 1);
23 end

24 r.K «— r.parent. K + r.DPSS (3, |t]);

25 if r.IsLeaf then Write(r, r.string, t,r.K);

26 end

27 end

uses a binary heap [52] to efficiently store the best similarities seen sddarithm 14 (page 119)
shows the heap-based algorithm that is connected to the output tdgdgorithm 13.

The complexity of the topgV-copy algorithm iO(|7|-log V), where| 7| is the length of the input
tape. The dominant operation inside the loop (assuming: |.S| x |T'|) is thereplace Top operation
which takes time logarithmic itV. As discussed, the self-similaritiegs;, s;) andx(t;,t;) needed
for normalization are computed once and kept separately.

5.9.4 Complexity

One individual kernel evaluation against stringand¢ takesO(|s| - |t|) elementary operations. A
brute force evaluation against two sets of strisgsnd?’ therefore has time complexity:

S| |7 |S| 7|

Corte( S, T) 2O | D sl -1t5l | =0 | [ D Isal | - [ D It (5.59)
i=1 Jj=1

=1 j=1
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Algorithm 14: Obtaining the top kernel values.
Input: Input taper; Maximum values kepiV; Criterion functionBetterThan.
Output: Array of largest similaritieg.

1 h «— makeEmptyHeap;

2 for ((s,t,k(s,t))) € Read(r)do

K(s,t)

A~

3 VE(s, 8)k(t,t)

4 if h.size < N then

5 h.push( {(s,t, &) );

6 else

7 if betterThan( (s,t,k)),top(h)) then
8 replace Top(h, {(s,t, k) );

9 end

10 end

11 end

12 return h;

To calculate the complexity of ENTRIE, let us introduce an auxiliary function:

prefixes : F(X*) x N* — N* (5.60)
prefixes(A4,n) = card {z € £" |Ja € A,a(1: n) = z}) (5.61)

wherea(1 : n) is the substring from 1 ta of stringa, andF(X) (also defined in Eq. 4.6) is the
finite power set of some séf:

F(X)={AeP(X)]| card(4) < oo} (5.62)

Colloquially, prefixes(.S, n) is the number of distinct prefixes of lengthn string setS. When
Algorithm 13 executes, at each deptin the trie it will computeprefixes(S, i) rows for the ma-
trices DPSS and DPV. However, not all columns are computed every pass; the first column is
computedprefixes(T, 1) times, the second is computedr’, 2) times, ..., thej™ column is com-
putedprefixes(T’, j) times. So the number of elementary operations at deisth

0; = prefixes(.S, 1) Z prefixes(T’, j) (5.63)
i>1

Summing over all levels we obtain the overall complexity:

CovnTrie(S, T) = O ((Z prefixes(S, z)) . (Z preﬁxes(T,j)) ) (5.64)

i>1 >1

It is trivially shown that the two sums are in fact equal to the number of nodée tries that
would be built out ofS andT (excluding the root node). This is in keeping with intuition: the
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more prefixes are shared, the more compact the tries are, and the mongtationpcan be saved
compared to the brute force approach.

The worst-case complexity is attained when no two strings share the sanxegpigkfs the same
as the complexity of the brute-force approach. If vocabulary size isitake account, another
bound exists because there can be no more [fiindistinct prefixes of length, which limits the
sum ofprefixes in a setS to no more thanX|[™*s<s sl however, the exponential nature of that
possible bound makes it inoperative beyond very small vocabulariegeapdhort strings.

5.9.5 System-level Optimizations

Practical algorithm implementations must not only faithfully follow the definition efalgorithm,
but should also account for the many details that can influence speetiendry consumption,
sometimes to a surprisingly large extent or even subverting the algorithmigthvab complexity’

We implemented the all-strings gap-weighted kernel algorithm for the Carteddnct of two
sets (Algorithm 13) and carried timing measurements against the hypotle¢sésa real medium-
sized corpus for Machine Translation, Europarl [124]. The negtize describes in detail the
experimental setup. For now, we show how various system-level optimigdtilnenced the final
timings of the implementation of the proposed approach in Table 5.5.

# Optimization Improvement

1 Mostly contiguous allocation of the trie nodes 6%

2 Avoid reallocation (don't shrink, keep the largest blocks allocate@go f 27%

3 Use one vector of pairs instead of two vectorsfar V', DPSS 12%

4 Use unchecked pointers instead of indexed access in the inner loop 6%

5 Cache on the stack all indirectly-accessed values in the inner loop 5%
Total reduction in run time by 56%

Table 5.5. System-level optimizations in implementing Algorithm 13 and their influencthe
timing results. The optimizations have been applied in the order shown, so optimg&ztmwards the
bottom may experience a diminished effect. The percents shown aretelrsoltime improvements
compared to the unoptimized implementation of the same algorithm.

The improvements are highly system-dependent and we present therfofonative purposes
only. Itis likely that on a different system the relative participation of egmimization would differ.
Also, changing the order in which optimizations are applied would lead to €iffgercentages.
For example, optimization #5 brings a 5% absolute improvement when all ottigrizgtions are
already in effect; measuring its effect before all others may improve itsure@gparticipation level.

The section below compares the proposed algorithm against a brueedeatuation of S| -
|T| kernel values. It should be noted that all of the above optimizations Hawebaen carried

°A classic example is &(n) loop transformed into aﬂ)(n2) one by a poor implementation of an array append
operation that is system-provided and assumed to be correct.
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in the brute-force implementation where applicable, including two others thataravailable to
the trie-based version: (a) keeping only the last rowDdtV and eliminatingDPS entirely (see
Algorithm 10); and (b) swapping inputs appropriately such that the inrogr &dways operates on
the shorter of the two strings. Combined, these two measures lead to a memsuyngaion of
only O(min(|s|, |t|)) for the brute force algorithm.

5.9.6 Timing Measurements

To gauge the improvements brought by the proposed method, we timed tle¢ ¢d@mputations on
hypotheses in the Europarl [124] corpus, starting from the same sethptadescribed in 8 5.9.1.3.
We generated up to 100-best hypotheses per chunk, resulting in @gevsd 72.8 hypotheses for
each chunk. (Short sentences have fewer than 100 hypothesdg.lintque (distinct) hypotheses
have been generated for each hypothesis set; duplicated hypotr@mddsunfairly favor the pro-
posed approach because the incremental cost of kernel evaluatidapiicated sentences is null
(which is nonetheless an important property of theNDRIE algorithm). All things considered,
about 20.7 million distinct kernel evaluations would need to be made if the Garteoduct of all
hypothesis pairs would be evaluated. Practical approaches would saaidcomputation by, for
example, only computing the Cartesian product for hypotheses that ficéesly similar on the
source side and consider the rest dissimilar. However, the savings bivth&RIE method have
effect for each pair of hypothesis sets, so the comparison is meaningful.

We measured the time to completion of a brute-force approach against fhespdoalgorithm.
Sorting the input and normalization were not considered part of the gsced were not timed.
However, the time needed to build the trie was included in the timingy® TrRIE, and collection
of the top hypotheses using Algorithm 14 (the binary heap-based'tappy) was considered part
of the process and was included in both timings.

The plot in Figure 5.2 (next page) reveals considerable improvemenighirby the proposed
algorithm for all input sizes. Figure 5.3 (page 123) displays the improvefaetor of the proposed
approach over the brute-force implementation. The improvements stay in ta@@x and do not
degrade for large values of. We should note, however, that this experiment is somewhat favorable
to the trie-based approach: hypothesis sets are highly similar (albeit idevetical) so they are
likely to share prefixes more than e.g. randomly-chosen sentences.rapesed approach would
not yield notable improvements if there is no significant prefix sharing adrgaits (e.g. short
strings randomly drawn from a large alphabet.)

5.9.7 Considerations on Parallelization

The brute-force approach has an obvious path towards parallelizagiomgly divide either or both
sides of the computation in batches and deliver them to separate computat®rEach of these
deposits results in a synchronized queue that feeds &tappy collector.

The trie-based approach is also parallelizable. A@approach would be to exploit the prop-
erty that at any branching point in the trie, there is no data sharing beloletelore, computation
can be forked onto different units at any branching point in the trie. édew the subtrees resulting
after branching can be very unequal in size, leading to an uneven digiritof computation. Fur-
thermore, once a computing unit is done, there is no obvious point at wiiohld restart work on
a different part of the trie.
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Figure 5.2: Timing comparison of brute force kernel computation (hollow)datstrie-based dy-
namic programming computation (full dots). The graph displays the time to compfeti@om-
paring one hypothesis set consisting of 73 hypotheses on one sidestdgdnypothesis sets on the
other side. The average number of hypotheses per set is 72.8.

A worklist-based approach is better suited: initially, the root’s children aterpa worklist
containing trie nodes. Each computing unit takes one node off the worldisylates that node’s
DPV, DPSS, andK, and puts that node’s children back onto the list (save perhaps f@oohean
continue computing without consulting the worklist). Once a computing unit is dbagain fetches
any node off the worklist and resumes work. That way the worklist igicoausly populated with
nodes in the trie for which kernel computation can immediately proceed (asuteetgomputation
has finished). Computation has finished when all threads are idle and tkiéstis empty.

The worklist must be properly synchronized, but the overhead oteoguorary architectures is
low; the order of processing worklist items does not matter and singly-liikesdwith prepending
as the fundamental insertion operation can be implemented with lock-freergeies [220, 81].

A different approach to parallelization can exploit characteristics of #ta get used. For ex-
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Figure 5.3: The variation of the improvement factor of the proposed algomier a brute force
implementation on the same experiment as in Fig. 5.2.

ample, in the SMT scenario, the hypothesis sets provide a natural meaatsiuhlg data. Also, the
batching is highly effective because sentences in a hypothesis sets temditoilar. Our approach
is to build one trie out of each hypothesis set and distribute its computation ta@resping unit.

5.10 Batching via Path Closures for GBL with Structured Inputs and Ouputs

We describe below a method for reducing graph sizes with no or small lossumaey for graph-
based learning with structured inputs and outputs following the formalisnemptexs in Chapter 4.
The reduction is important when there are very large amounts of unlabaladudd memory con-
sumption becomes a concern. Our proposed solution trades consumedynfienmmputation;
instead of a large graph it builds and uses several smaller graphs, edntdin different portions
of interest of the large graph. Depending on the original graph’sexivity, there could be no loss
or a controllable tradeoff between loss and occupied memory.

Recall from Chapter 4 that the size of a fully constructed graph s+ 2, wherer is the aver-
age number of hypotheses per unlabeled sample. We have partly sohgzkthbeoblem already by
having all train data occupying only two vertices in the in-core graph, seitieeof the representa-
tion is essentially independent of the training set size. We still need to takeirasaghen scaling
up the approach to large test sets. The number of hypotheses is to somteerteollable, but ifa
is large there is the risk that the graph becomes too large to be manageablerebites the need
for batching i.e., devising a means to compute scores on one subset of the unlabeled gaten
time. That way several smaller graphs are used instead of a large one.

A principled way to achieve a good semi-supervised effect without tipgran the entire graph
at once is to work only on one test sample’s hypotheses at any given tineeke@p only the
subgraph of interest for that test sample, which needs only to include ttieegereachable from
that test sample’s hypotheses. It is worth noting that reducing the gagshrobt change the graph,
so the learning process is still global; only the portions of the graph netrié& computing certain
scores are removed. We will formally prove that below, but first let dsde path in a graph as a
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sequence of distinct connected vertices that links two given vertices.

Definition 5.10.1. Given the undirected grafl, E), apathbetween vertices € V andv’ € V' is

a sequence of vertice§v, vy, . . ., vy,,v')) satisfying:
{v,v1},{v,v'} € E (connected start/endpoint) (5.65)
{vi—1,v;} € EVie€{2,...,n} (connected consecutive vertices) (5.66)
i#jevFviVi,je{l,...,n} (distinct inner vertices) (5.67)
v, v & {v1,..., v} (inner vertices distinct from start/endpoint) (5.68)

The sequence(v,v')) is also a path betweemand’ if and only if {v,v'} € E. A path is
acycleif v = v' andacyclic otherwise. We denote the set of all paths between the two nodes as
Pathsy, g (v, ).

Our study is only concerned with acyclic paths, but the definition above sibywies in order
to stay in keeping with the definition of “path” in established graph terminologl/thos avoid
confusion. Acyclic paths may consolidate Eq. 5.65 with Eq. 5.66 and EqvBtBE(Q. 5.68.

Definition 5.10.2. Given the undirected graplV, £) and a subset’ C V, we denotdV, E) \ V'
as the graph obtained frofW, E) after removing alb € V'’ and all edges that have at least one end
inV’:

(V.EO\V'&E(V\V {{v,v'} e E|vg V' AV ¢ V'}) (5.69)

Theorem 5.10.3.Consider a similarity grapHV, E)) constructed as per Definition 5.5.1 for the
structured learning problem defined by featutes= ((x1,...,x¢4y) C A&, training labels
Y = (y1,...,y¢) € Y, similarity functiono : (X x Y) x (X x Y) — [0, 1], and hypothe-
sis generator functiony : X — F()). Given verticev, v’ € V \ {vy,v_} with v # o/, if
Paths(V’E)\{%L}(v,v’) = (), then removing vertex’ from the graph does not affegfv) com-
puted by label propagation.

Proof (by contradiction).Assume that the score computed fdn the graph(V, E) \ {v'} is differ-
ent from the score computed forin the graph(V, E'). Then, under the random walk interpretation
of label propagation, this means there is at least one pathdraneitherv. or v_ passing through
v'. That path influences the probability of the random walk startingeatd ending in, orv_, and
hence the scorgv). Then the sub-path fromup tov’, which does not include either. or v_ (by
the definition of a path), contradicts the hypothesis thaths v, g\ (o, o3 (v, v") = 0. O

We are now in the position of defining a smaller graph on which to computessfarene given
hypothesis. The unlabeled vertices needed for the precise scoretatimpof hypotheseg(x) are
exactly those for which a path exists from some hypothesis to them. We forrttadizeet as gath
closure

Definition 5.10.4. Given the undirected gragl, £') and a subset of its vertic8 C V', we define
thepath closure of V, E) overV' as the graptPaths*y. ) (V') £ (V", E”), where:
V"' ={veV | €V Paths(E,v,v) # 0} (5.70)
E'={{v,v'} e E|v,v eV"} (5.71)
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Corollary 5.10.5. To compute correct scores for the hypotheses of samethe similarity graph
(V, E), the subgraptPaths™ v g\ 1o, »_1 (X(x)) is sufficient.

Proof. Immediate from Definition 5.10.4 and Theorem 5.10.3. After removing (withffating
scores) all vertices ifiV, E') with no paths from some hypothesisyiix;), what is left is by defini-
tion the path closure of(x;). O

So the transitive closure of the edge set over a subset of veltices V is the smallest com-
ponent of the original grapfV, E) containing all vertices reachable from some verte¥X in This
smaller graph does not affect the outcome of the learning process fodhletest sample. In the
worst theoretical case, the path closure could comprehend the enfite gtd in practice the edge
set is almost never that dense. To counter for the possible worst-casari®, we use a cutoff’
that limits the number of vertices in the subgraph. The vertex set is computédgsfeom the
vertices of the hypothesis and expands from there. This growth stretdmsed on the heuristic
that faraway nodes connected through low-weight edges have lassniod on the result. We use a
simple embodiment of this heuristic in a work-list approach implemented by Algofithm

Algorithm 15: Batching via Path Closure with Cutoff

Input: Focal samplexy, its hypotheseg(x), edge sef, and cutoffC’ € N*.
Output: Graph(Vy, Ey) for the similarity graph dedicated to computing scores for
hypotheses of ;.
1 Vp e {{xp.0) |y € x(xp)} U {og, v}
2 By — {{v,v'} € E|v,v € Vs};
3 ¢ « true;
4 while cdo
5 c «+ false

6 foreach{v',v"} € E do

7 if o' € Vi Av" ¢ ViU {vg,v_}then
8 Vf — Vf U {U”};

9 Ef — E;u{v 0"}

10 ¢ « true;

11 else ifv” € Vi Av' ¢ ViU {vy,v_} then
12 Vf — Vf U {Ul};

13 Ef — E;u{v "}

14 c «+ true;

15 end

16 if card(Vy) = C then

17 break while;

18 end

19 end

20 end

21 return (Vy, Ey);
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Starting from the nodes of interest (hypotheses for the focal sentemeeexpand the closure
starting with the direct neighbors, which have the largest influence; tietthair neighbors, which
have less influence, and so forth. A thresh6lcon the number of added vertices limits undue
expansion while capturing either the entire closure or an approximation dietalgorithm makes
iteration over the edge sétexplicit, to clarify thatE does not have to reside in core memory at any
point throughout the algorithm.

Another practical computational advantage of portioning work in batchibsiigraphs for dif-
ferent hypothesis sets can be trivially created and used in paralleleasdistributing large matrix-
vector multiplication is much more difficult [48]. The disadvantage is that dvezdundant com-
putations are being made: incomplete estimates afe computed for the ancillary nodes in the
transitive closure and then discarded.
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Chapter 6
CONCLUSIONS

This dissertation has shown that Machine Learning methods based ot gjlobarity graphs
can be used successfully against realistically-sized Human Languabeolegy tasks addressing
problems in Natural Language Processing, Automatic Speech RecogaitidriMachine Transla-
tion.

We have addressed a number of challenges in applying graph-basg@ddea HLT tasks. We
summarize our contributions below.

Two-pass classifier for unstructured classification To address the heterogeneous, mixed, high-
dimensional nature of features in unstructured HLT classification problem$ave introduced a
two-pass system (Chapter 3). A first-pass classifier, which can [s2cho better suit the nature of
the features, serves as a feature transformation mechanism. In theguigmiup, interestingly, the
graph-based learner operates on the same space for input and podpatbility distribution space.
The input space is organized using a distance measure, which is eadieotz ¢han a distance in
the original heterogeneous feature space. We have experimentallgnoehfihat Jensen-Shannon
divergence is the best distance measure to use in a variety of HLT appigatiorthermore, Jensen-
Shannon divergence enjoys mathematical properties that make it suitafdstfaearest neighbor
algorithms. We have proved that Jensen-Shannon divergence fuléllieetjuirements for being
used with the kd-trees fast searching data structure, and implemented itrmgasspeed gain of
two orders of magnitude in Chapter 5. Metric-based search structunelecalso used because
Jensen-Shannon divergence is the square of a metric. We illustratdrida@ta-graph construction
with experiments on lexicon learning, word sense disambiguation (both int€@h2)y and phone
classification (Chapter 5).

Structured learning through regression with kernel functions The formalization is widely ap-
plicable and relies on a hypothesis generator functige.g. a generative learner with good recall
and low precision) and a real-valued similarity functierthat returns a real number comparing
two input/output pairs for similarity. An important category of similarity functions leernel func-
tions, among which string kernels are of particular interest to HLT applicaitddfe demonstrate an
application of graph-based learning with string kernels for Machineslasion.

Scalability A common theme in application of graph-based learning to large tasks is scalability
Graphs require the entire data set (training plus test) to be resident imngoariemory and con-
nected through similarity edges. This proposition raises obvious scalabitityeaos in terms of
sheer size and also in terms of time required to build the graph and then to alptapagation

to completion. Naturally, scalability is an important focus of our work. We atthekscalability
problem on all fronts.
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Graph Construction As far as the graph size is concerned, we prove and implement a graph re
duction technique that reduces the labeled sample size to one vertex pet thskirh (8 5.4) without
affecting learning results. This reduction has a huge positive impact thrvarking set size and
learning time. Also, we model additional information source without addingaesdrtices by only
manipulating edge weights. This technique effects density gradients wittldingato the size of
the graph (8 3.8.1). In addition, as mentioned above, the use of a twalpas#ier allows us to use
probability divergence measures with good properties, conduciveet@futast nearest-neighbors
algorithms (such as our choice, kd-trees). For structured learnirgetisalgorithms are an alter-
native to nearest-neighbors algorithms. We propose an algorithm calle@®e, which combines
traditional matrix-based dynamic programming with the trie data structure to meitioaal sav-
ings in duplicate computations when computing cross-product kernel simiaoitier two sets of
strings. Experiments with MT data show that the proposed method is three tistestFan existing
approaches.

Learning Speed To improve propagation speed, we introduce (§ 5.3.1) an in-place latyehpr
gation algorithm that uses an improved model parameter as soon as it wastedngs opposed to
computing an entire batch of improved parameters in one epoch. Comparetenitassic iterative

algorithm, in-place propagation consumes half the memory and is fasteri(egpéally converges

in roughly one third of the number of steps). We also provide the theorgiioaf and implemen-

tation sketch of a multicore label propagation algorithm that uses paralleégsing and benign
data races to distribute work on label propagation. The number of canglsecarbitrarily high, up

to the number of unlabeled samples. In our experiments, graph constrhasaiways dominated
total learning time, so improving propagation proper might seem of secpittarest. However,

continuous learning systems would derive a large benefit from imprawgzhgation times.

6.1 Future Directions

We see several directions in which our work can be continued and e@deri@ne would concern
improving the learning proceg®er se regardless of the problem it is being applied to. The two-
pass classifier is currently trained in an open loop, i.e. there is no fdedioma the graph-based
engine to the first-pass classification engine. We do recognize that sraestbinthe distributions
of the first-pass classifier is essential for the good functioning of thehgibased learner and we
regularize the first-pass classifier accordingly, but we believe thasadilmop, joint training of the
two classifiers would be closer to optimal. A simple example would be to optimize almeiwork
learner by introducing smoothness in the epoch-level decision on keepneglucing the learning
rate of the network. A more direct coupling is to offer back-propagatiéormation with errors
output by the graph-based learner, not (only) the neural netwopepr That approach would work
directly on minimizing the bottom-line goal.

Using other kernels than the Gaussian kernel (8 3.2) or string kernél8.(83) for computing
similarity is a direction worth exploring. Especially when HLT applications withtreed data
are concerned, the option of using tree and graph kernels (§ 4.3)yisttractive; trees and graphs
naturally occur in linguistics (e.g. syntax trees or semantic graphs). Usgigkernels would put
an even higher emphasis on scalability and efficiency. It may be worth raxplextending the
DYNTRIE algorithm to tree or graph matching, and also combining it with approximationdsoun
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for obtaining fast approximate matches. Using other nearest-neighthoriqees aside from kd-
trees are a possible direction in exploring scalability.

As we have already hinted above, the fast convergence time obtained frppused algorithm
suggests applicability to continuous learning systems and incremental karhere results are
needed at the same rate as input samples. Systems can be envisioned tteah radired-size
graph with historical samples and their connections, that changes slowbwasamples are seen
and old samples are discarded.

Finally, applications far removed from HLT can be attempted for scalabfghgipased learning.
The battery of proposed techniques extend applicability of graph-beasing beyond problems
in which a notion of similarity could be easily defined.
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Appendix A

TWO THEORETICAL BOUNDS FOR SPEED OF CONVERGENCE IN LABEL
PROPAGATION

We have computed two theoretical results that put upper bounds on theenwibteps to
convergence within a given tolerancevithout actually running the label propagation algorithms.
Our implementation does not use these bounds but they may be usefuafidr gmalysis and for
improving the graph construction step.

What constitutes a “good” matrixyy that leads to quick convergence, and what bounds can be
derived about the number of steps to convergence? We compute suulsttepending on features
of Pyy. Our practical implementations do not use these theoretical bounds, gudrtheseful to
assess the quality of a graph before performing iterative label propagmainst it. We also hope
that this will inspire future work aimed at finding tighter bounds.

Let us recall the iteration core

fy «— £y (A1)
£y < Pyyfy + PuLYe (A.2)

This reveals that iterative label propagation is a repeated application ffrtbon
Q: [0, 11" — [0,1]",  Q(X) =PwX +PuYy (A.3)

The approach we will take to estimating the number of steps to convergencdefine a metric
space over0, 1]“” and then use the fixed point theorem [107, Ch. 7] to bound the steps to of
convergence of). Let us endow the séf, 1]*** with the distance measure

dmax(A4, B) : [0, 1] — R, (A.4)

dmax(A, B) = A;i — By A5

( ) ie?ll?fu} | J ]| (A.5)
je{1,....0}

It is trivial to verify that the spacé ,.x = ([0, 1]“”, dmax) verifies the conditions for being metric

and complete.d,,.x is in fact the Minkowski distance of infinite order.) This sets the stage for the
following theorem.

u

Theorem A.1. If {max , (Puv)ik = Ymax < 1, then function® is a contraction in the space
ie{l,...,u
k=1

S = (10,1, dunax ).
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Proof. To prove that) is a contraction we need to shaly € (0, 1) such thatl,.x (Q(A4), Q(B)) <
q - dmax(A, B) VA, B € [0, 1]***.

dmax(Q(A)p Q(B)) = mmnax  Inax (PuuA + PuLYL — PUuB - PULYL)ij (A6)
i€{l,...,u} je{1,....0}
= Pyy (A — B)]... A7
ief15 sty [Pov (4= Bl A
— Puu )ik (A — B, A8
P ) ;< )ik Jii (A8)
< Pyy):. (A — B),. . A.9
S pax  max, 2 [( ww) ik | ( )kj H (A.9)
< Puy)i A — B)y; A.10
S B 2o | g, 1A= 2ol 10
= dmax(Aa B) + Inax (PUU)zk = ’Ymaxdmax(Av B) (All)
ie{1,...,u} 1
So(Q is a contraction in a complete metric space, and the sought-after coqétant .. O]

It follows by Banach's fixed point theorem [107, Ch. 7] tliahas a unique fixed point that can
be reached by repeated application starting from an arbitrary eIemE},ﬂl]H“.

This result is similar to that of Theorem 2.3.1 obtained by Zhu [238] and witsdihee restric-

tion onPyy, but this form provides a bound for the speed of convergence. Ue/metefffepo as the

initial value of £y, £5°™ as the value of; after thet" step, and:5'°"> as the fixed point, then [107,

Ch. 7]

t

t tept v tep 1 _step0

(5 £7°71) < 128 (15, £5°7) (A.12)
max

so at each step the distance from the solution decreases by at ledst affgg,.... Although£ ™

can be an arbitrary elementglm 1]“”, its choice does affect speed of convergence and monotonic-

ity. Algorithm 1 chooses "’ = 0, therefore

¢
e (£515P £505PY < 17& - max_(PuY¥r),, (A.13)

— Ymax t€{1,...,u}
je{l,....6}

We can now get a bound on the number of steps to convergence forl @itapagation algorithm

that Usesly. (£5°" ', £5°") as its termination condition with tolerance

7(1 — Yimax)
PurYL).
iy T
je{l,...,.}
1 1 — Ymax)) — 1 PyLYL),
0 (7(1 — Ymax)) nie?ll,a..}fu}(UL L)ZJ

_ je{l,..} (A15)

In “Ymax

(A.14)

t < Ingmax
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In fact, ymax @s just computed is also the lowest bound in the spage = ([0, 1]“”, dmax)

for function (), also called the Lipschitz constant [107]. This means that at least in thisyjar
spacemax is the best bound on the convergence speedfor

Theorem A.2. The boundy,,. is the Lipschitz constant fdp in spaceS,,.x = ([0, 1]““, dmax>.

Proof. We will show that for certain valued4 and B, the inequalities A.9 and A.10 (page 131) turn
into equalities. For equation A.9, the inequality becomes equalityif> By; Vi € {1,...,u},j €
{1,...,¢}. For equation A.10, the inequality becomes equality if mattix B has all elements
equal to one another. So

A— B =a"%" = dnax(Q(A), Q(B)) = Ymax - dmax(A, B) = a (A.16)

which concludes the proof because any choice smaller4han would invalidate the inequality.
O

In order to achieve rapid convergence, a small, and a strong maximum element®g; are
desirable; both describe, unsurprisingly, a graph that has strongections between labeled and
unlabeled nodes.

One problem with the bound computed above is that the restrictiaqis quite harsh: each
unlabeled point must be directly connected to at least one labeled pdirttei@fter normalization,
the total weight connecting it to other unlabeled nodes is strictly less thanislwitirth searching
for a different theoretical bound. To that end, we define a diffemsttic over the same matrix set:

u /
ds(A,B) =Y > |Aj; — Bjj| (A.17)

i=1 j=1

The resulting spacéy, = ([O, 1]“”, dg) allows a different bound and a different restrictionrag.
This time sums over columns (as opposed to rows) of elememtg iare involved.

u
Theorem A.3. If max Z(PUU)“f = vy < 1, then function is a contraction in spacéy. =

1€{1,...,u} P
([o, 1, dg). 1
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Proof.
u l
ds(Q(A),Q(B)) =) > | (PwA + PyLYr — PyyB — Py.Yy),; (A.18)
i=1 j=1
u /L
=3 > |Pw (A - B)]; (A.19)
i=1 j=1
u l u
= Z Z Z (Puo)ik (A — B)y; (A.20)
i=1 j=1 |k=1
u £ u
<SS [P (4- By (A21)
i=1 j=1 k=1
Y4 u u
= Z Z ’(A - B)k:j‘ Z (PUU)ik:] (A.22)
j=1k=1 i=1
< 7sds(4, B) (A.23)
So( is a contraction irby; with vy as a bound for its contraction constant. O

We can derive similar bounds on speed of convergence and maximum nafrgieps forys
as we did fory,a.x. (However,vs; is not easily shown as the Lipschitz constant.) Theorem A.1
tracks the largest error in each iteration, whereas Theorem A.3 ¢biaras global convergence by
tracking the sum of all errors.
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Appendix B
EXPONENTIAL SPEEDUP OF LABEL PROPAGATION

In the following we show how speed of convergence in the label prajegalgorithm can
be accelerated exponentially. Our experiments do not use this definitioimstedd use in-place
label propagation which has a smaller working set. However, the algoriglowbmay be of in-
terest when the graphs have relatively few vertices but are densatected. On a given input, if
original label propagation would convergerinsteps, the algorithm presented below converges in
approximatelog n steps.

Let us consider an already reduced graph Witiheled nodes andunlabeled nodes, and define
matrix S as follows:

S = [HE Om] (8.1)

Py Puwy

wherel is the identity matrix of sizé and0*** is a matrix of siz& x u containing zeros. It is easy
to verify that raisingS to the power ot yields

15 0€><u

t
Gt — (Zpﬁv> — (B.2)

1=0

The bottom-left quadrant 8’ is exactlyfy aftert iterations of Zhu's label propagation algorithm
starting fromfy = 0, as shown in eq. 2.8. This means computing power§ i an alternate
way of converging to the solution. Then the harmonic function would be ttierhdeft quadrant of
S = lim S'. Such away of implementing label propagation would not be more attractilar fie

data sétsoéiven that the matrices involved are larger, were it not for a shmfpbeucial observation:
large powers ofS can be computed exponentially faster by repeatedly squaring the intermediate
result, as opposed to just multiplying the intermediate resulfbylhat way, by using matrix
multiplications, we can compu@zt instead ofS*—an exponential speedup.

52— ((((52)2)2>2...>2 (B.3)

This algorithm for computing large powers over a field was known as fek ba ancient Egypt
and is described in detail in Knuth's treatise [123, Vol. 2, pp. 465-4&H).the core iteration to
convergence is

S — §? (B.4)
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which can be rewritten as

Ssw — (Ssp + 1)Ssw (B.5)
Ssp — Sip (B.6)

whereSgyy is the bottom-left quadrant of (initially Py.) andSsg is the bottom-right quadrant &f
(initially Pyy). The cost of the exponential speedup is that, in addition to the matrix multiplication
between a1 x u matrix and ax x ¢ matrix (same cost as for the other algorithms), there is a need
to also perform a squaring oftax u matrix. If Pyy is dense, in a straight implementation of matrix
product, the complexity of the algorithm jumps fraf(¢ - u?) to O(u?), which is an important
change because we pursue scalability actoshile / is often considered a constant. Howevet if

is relatively small or ifPyy is sparse by using a nearest-neighbors method of graph construction, the
benefits of exponential speedups can be enjoyed at an affordatdecest per step.
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